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Figure 1. A demonstration of partial region segmentation (left half of the face) for extreme poses. We compare our method with the current
SOTA, XMem [4], for a 1 min video (1800 frames), with only 6 frames (0.33%) annotated. No retraining or fine-tuning required.

Abstract

Despite advancements in user-guided video segmenta-
tion, extracting complex objects consistently for highly com-
plex scenes is still a labor-intensive task, especially for
production. It is not uncommon that a majority of frames
need to be annotated. We introduce a novel semi-supervised
video object segmentation (SSVOS) model, XMem++, that
improves existing memory-based models, with a perma-
nent memory module. Most existing methods focus on sin-
gle frame annotations, while our approach can effectively
handle multiple user-selected frames with varying appear-
ances of the same object or region. Our method can extract
highly consistent results while keeping the required number
of frame annotations low. We further introduce an iterative
and attention-based frame suggestion mechanism, which
computes the next best frame for annotation. Our method
is real-time and does not require retraining after each user
input. We also introduce a new dataset, PUMaVOS, which
covers new challenging use cases not found in previous
benchmarks. We demonstrate SOTA performance on chal-
lenging (partial and multi-class) segmentation scenarios
as well as long videos, while ensuring significantly fewer
frame annotations than any existing method.

*Equal contribution

1. Introduction

Video Object Segmentation (VOS) [48] is a widely per-
formed vision task with applications ranging from object
recognition, scene understanding, medical imaging, to filter
effects in video chats. While fully automated approaches
based on pre-trained models for object segmentation are of-
ten desired, interactive user guidance is commonly prac-
ticed to annotate new training data or when precise roto-
scoping is required for highly complex footages such as
those found in visual effects. This is particularly the case
when the videos have challenging lighting conditions and
dynamic scenes, or when partial region segmentation is re-
quired. While automatic VOS methods are designed to seg-
ment complete objects with clear semantic outlines, interac-
tive video object segmentation (IVOS) and semi-supervised
video object segmentation (SSVOS) techniques [48] are
more flexible, and typically use a scribble or contour draw-
ing interface for manual refinement such as those found
in commercial software solutions such as Adobe After Ef-
fects and Nuke. Despite advancements in IVOS and SSVOS
techniques, rotoscoping in film production is still a highly
labor-intensive task, and often requires nearly every frame
of a shot to be annotated and refined [36].

State-of-the-art IVOS and SSVOS techniques use
memory-based models [27] and have shown impressive
segmentation results on complex scenes based on user-
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provided mask annotations, but they are often designed to
improve single annotation performances [27, 43, 44, 6, 4]
and are still not suitable for production use cases. In par-
ticular, they tend to over-segment known semantic outlines
(person, hair, faces, entire objects) and fail on partial re-
gions (e.g., half of a person’s face, a dog’s tail), harsh light-
ing conditions such as shadows, and extreme object poses.
As a result, inconsistent segmentations are obtained when
only a single annotated frame is provided, due to the inher-
ent ambiguity of the object’s appearance, Especially when
it varies too much due to large viewing angles and com-
plex lighting conditions, which limits the scalability of these
techniques, and it is often unclear which frame annotations
to prioritize, especially for long sequences.

We propose a new SSVOS framework, XMem++, which
uses a permanent memory module that stores all annotated
frames and makes them available as references for all the
frames in the video. While most SSVOS methods focus on
single-frame mask annotations, our approach is designed to
handle multiple frames that can be updated by the user it-
eratively with optimal frames being recommended by our
system. While we adopt the cutting-edge architecture of
XMem [4] as backbone, we show that our important modi-
fication enables accurate segmentation of challenging video
objects (including partial regions) in complex scenes with
significantly fewer annotated frames than existing methods.
Our modification does not require any re-training or calibra-
tion and additionally shows improved temporal coherence
in challenging scenarios (Fig. 1, 6, 8). Our attention-based
frame suggestion method predicts the next candidate frame
for annotation based on previous labels while maximizing
the diversity of frames being selected. Our system supports
both sparse (scribbles) and dense (full masks) annotations
and yields better quality scaling with more annotations pro-
vided than existing methods. The video segmentation per-
forms in real-time, and frame annotations are instantly taken
into account with a pre-trained network.

We further introduce a new dataset, PUMaVOS for
benchmarking purposes, which includes new challenging
scenes and use cases, including occlusion, partial segmen-
tation, and object parts segmentation, where the annotation
mask boundaries may not correspond to visual cues.

We evaluate the performance of our algorithm both qual-
itatively and quantitatively on a wide range of complex
video footages as well as existing datasets, and demon-
strate SOTA segmentation results on complex scenes. In
particular, we show examples where our method achieves
higher accuracy and temporal coherence than existing meth-
ods with up to 5× fewer frame annotations and on 2× twice
less on existing benchmarks (Section 5). We further demon-
strate the effectiveness of our frame annotation candidate
selection method by showing that it selects semantically
meaningful frames, similar to those chosen by expert users.
We make the following contributions:

• We have introduced a new VOS model, XMem++,

that uses a permanent memory module that effec-
tively utilizes multiple frame annotations and produces
temporally-smooth segmentation results without over-
fitting to common object cues.

• We further propose the use of an attention-based simi-
larity scoring algorithm that can take into account pre-
viously predicted frame annotations to suggest the next
best frame for annotation.

• We present a new dataset, PUMaVOS, which con-
tains long video sequences of complex scenes and non
object-level segmentation cues, which cannot be found
in existing datasets.

• We achieve SOTA performance on major benchmarks,
with significantly fewer annotations, and showcase
successful examples of complex multi-class and partial
region segmentations that fail for existing techniques.

2. Related Works
Video Object Segmentation. A wide range of video ob-
ject segmentation (VOS) methods have been introduced in
the past decade [48], spanning a broad spectrum of com-
puter vision applications, including visual effects. Many so-
lutions have been deployed in established commercial video
editing software such as Adobe After Effects and Nuke.
While early VOS techniques were often based on classic
optimization methods and graph representations [33, 37],
recent ones are typically using deep neural networks.

Semi-supervised video object segmentation (SSVOS)
aims at segmenting objects in a video using a frame of refer-
ence (usually the first [3] but some models also support mul-
tiple annotations). To help users create the annotation, inter-
active VOS methods (IVOS) were introduced [28, 5], pro-
viding users a convenient way to create annotation masks
commonly using scribbles and dots selection interface.

To facilitate user annotations, some IVOS methods sug-
gest a fine-tuning approach, which makes any iterative
user interaction slow during inference as retraining is re-
quired [3, 39]. Although more efficient alternatives like on-
line adaptation were introduced, their output quality is gen-
erally poorer [25, 34, 29, 2].

Attention-based methods use different techniques such
as similarity or template matching algorithms to dictate
which frames need to be focussed on from a set of available
frames (referred to as memories) [27, 9, 47, 15, 11]. Mul-
tiple authors have focused on facilitating the model to use
local/pixel-to-pixel information which improves the quality
of the masks using either kernels[35], optical flow[40, 46],
transformers [24, 18, 43, 44, 46] or improvements to the
spatial-temporal memory [38, 42, 5, 6, 21, 20, 23, 22, 19].

Most recently, XMem [4] has proposed a resource-
efficient method that compresses the feature memory and
supports the usage of multiple annotated frames references.
We base our approach on it, as the architecture is resource-
efficient, quick, extendable, and demonstrates SOTA results
on modern benchmarks.
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Target, AQ = 97.0 Good VQ, AQ = 87.8 Poor VQ, AQ= 99.3

Figure 2. Assessed Quality (AQ) and Visual Quality (V Q) using
quality assessement modele from IVOS-W [45], demonstrated on
one of the videos from PUMaVOS. Left half of the face is be-
ing segmented. Assessed quality does not correspond with visual
quality for partial segmentation.

Frame Annotation Candidate Selection. The task of an-
notation candidate prediction is finding a specific frame or
set of frames for the user to annotate, in the first or con-
secutive interaction rounds that maximize the overall video
segmentation quality (defined with metrics like Intersection
over Union (IoU) and F-score). The authors of BubbleNets
[12] propose a VOS architecture that simultaneously learns
to predict the optimal candidate frame to annotate, by us-
ing uses a bubble-sort [16] style algorithm to find the close-
to-best candidate. The authors of IVOS-W [45] claim that
annotating the frame with the lowest quality is suboptimal
and introduce a Reinforcement Learning Agent to intelli-
gently select the candidates based on the assessed qual-
ity of all frames. GIS-RAmap [13] introduces an end-2-
end deep neural network, that operates on sparse user input
(scribbles), and uses the R-attention mechanism to segment
frames and directly predicts the best annotation candidates.

These works exhibit the following limitations: [12, 45]
work under the assumption that it is possible to directly esti-
mate the segmentation quality or frame importance without
explicit information of the target object, which makes them
highly domain-dependent and does not hold for partial seg-
mentation, as illustrated by Fig. 2c. [12] and [13] do not
use annotation information when selecting annotation can-
didates, which limits their usefulness for partial segmen-
tation, occlusions, or multiple similar objects in the scene
(use-case illustrated in rows 1-2 in Fig. 7).

Video Segmentation Datasets. Earlier datasets had an-
notations for videos without heavy occlusions or appear-
ance changes [26, 17, 10]. DAVIS [30, 31] became the
benchmark dataset for the previous decade and is still being
used because of the high resolution of the videos and the
quality of the annotations. The benchmark released in 2016
had only single-object annotations, and the extended one
in 2017 incorporated multiple-object annotations. For both
datasets, their clips are 2-4 seconds long. Youtube-VOS
[41] presented a large dataset of around 4000 videos where
each is 3-6 seconds long. Given the number of videos, they
have a variety of categories and every 5-th frame is anno-
tated. OVIS [32] is a dataset of severe occlusions, and is

very challenging for the current VOS methods. MOSE [8]
uses a subset of OVIS [32] as well as other videos, for a
total of 2149 clips, from 5 to 60 seconds long, 12 on av-
erage. LVOS [14] dataset consists of 220 long videos, on
average 115 seconds each. Most recently, BURST [1] in-
troduced a large dataset with almost 3000 videos, that can
be used for tasks like VOS and Multi-Object Tracking and
Segmentation. Even though there are resources with long
videos and high-quality masks, many use cases from the in-
dustry are not reflected, such as partial objects, reflections,
and segmentation targets without clear boundaries.

3. XMem++
3.1. Overview

Fig. 3 provides an overview of XMem++. Given a video,
the end user first selects a frame fi they want to annotate,
to give the model the template of the object(s) that will be
segmented. The user then provides the annotations in the
form of scribbles (that are then converted to a dense seg-
mentation mask mi) or the mask mi directly. The segmen-
tation model (Section 5) then processes mi, puts it into the
permanent memory and segments the given target(s) in all
other frames by predicting segmentation masks m̂. The an-
notation candidate selection algorithm (Section 3.3) takes
mi and m̂ and predicts the k next best frames to annotate,
in order of importance. The user then provides the annota-
tions for some or all of them, and the process is repeated un-
til the segmentation quality is satisfactory. The annotation
candidate selection module takes into account all of the pre-
viously annotated frames, so it avoids selecting the frames
that are similar to those already annotated.

The segmentation module is described in Fig. 4. It is
based on XMem architecture [4] and consists of a convolu-
tional neural network with multiple parts and three types of
separate memory modules. Given a sequence of frames f
and at least one segmentation mask mi containing the tar-
get object(s), the mask is processed together with the cor-
responding frame fi by the model and stored in the perma-
nent working memory as a reference for segmenting other
frames. For every frame in the memory, two feature maps
are extracted and saved - a smaller “key”, containing in-
formation about the whole frame, used for matching simi-
lar frames, and a corresponding larger “value” with target-
specific information, used in predicting the segmentation
mask. When predicting the segmentation for a frame fj , the
model searches for similar frames in all three memory mod-
ules by calculating pixel-wise attention across stored “keys”
using a scaled L2 similarity measure, aggregates the infor-
mation from them and uses it to predict the segmentation
for the frame fj . The model also stores its own predictions
in the temporary working memory modules and uses them
together, usually every n-th frame. The long-term mem-
ory module was introduced in XMem. It limits memory
usage and allows processing longer videos by frequently
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Figure 3. Interaction flow of our system. The user provides initial annotations, segmentation is performed, then using predicted masks new
annotation candidates are chosen and given to the user. This loop is repeated until satisfactory segmentation quality is achieved.

compressing and removing outdated features from tempo-
rary working memory. Sensory memory is a small module
that captures motion information by processing differences
between consecutive frames, also unchanged from [4].

3.2. SSVOS with Permanent Memory Module
Our main contribution is the introduction of a “perma-

nent” working memory module, that changes how the an-
notated frames are treated before and during model infer-
ence. In the original work, there was only temporary work-
ing memory, so the first frame was always annotated and
permanently kept there for predicting segmentation masks
for new frames. We define this frame as a “ground-truth
reference”, meaning that the segmentation mask associated
with it is 100% accurate because it is provided by the user.
All the other frames, which would be added to the working
memory, were only added there temporarily and are likely
to be moved to long-term memory eventually, especially for
longer videos. We define these frames as “imperfect refer-
ences”, as the associated segmentation mask is predicted by
the model, thus it is likely to have errors. This approach
works great with only 1 annotation provided, however, two
problems arise when using multiple annotations. First, visi-
ble “jumps” in quality appear when the model encounters
a new annotated frame during the segmentation process,
and corrects its predictions for the following frames, but not
for the previous ones. Second, additional annotated frames
were treated like “imperfect references” - thus only hav-
ing an impact on a limited part of the video, and likely to
be compressed and moved to long-term memory, reducing
their impact even further.

To address these issues, we propose to add another,
“permanent” working memory module (labeled dark green
in Fig. 4), implemented to store only “ground-truth refer-
ences” - i.e., annotated frames for the duration of the whole

video. During inference, the annotated frames are processed
separately and added to the new permanent working mem-
ory before the segmentation process starts. The “perma-
nent” working memory module stays unchanged throughout
the whole inference, its contents are never compressed or
moved to the long-term memory. During memory readout,
the keys and values in the permanent memory are simply
concatenated to those of the temporary memory.

This allows the model to produce smooth transitions
when the target object changes between two scenes, as the
model now has access to references from both (refer to Fig.
10 from Appendix for illustration). The module also de-
couples the frame position from frame content, helping the
model to find matches across frames regardless of their po-
sitions in the video. This results in an increased scaling
of segmentation quality and efficiency, as well as fixes the
“jumping” quality issue (Section 5).

3.3. Attention-Based Frame Selection
Choosing the right frames to annotate leads to higher

overall segmentation accuracy, which was demonstrated by
previous works [45, 13, 12]. We designed an algorithm for
this based on an empirical idea - to select the most diverse
subset of frames that capture the target object in different il-
lumination conditions, pose and camera viewpoint, inspired
by [13]. Given the task to select b frames from a video, we
assume there are b different “scenes” in it, and sample the
most representative frame from each.

Given a previous annotations (a ≥ 1 since there is at
least one mask provided by the user) and the predictions of
the model for the rest of the frames in the video, we extract
the “key” features ki of size (h,w) with our segmentation
module, weighted by corresponding mask mi, obtaining a
region-weighted mask ri. This allows the algorithm to fo-
cus on target-specific region similarity, while still having
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Figure 4. XMem++ architecture. The new permanent memory module is shown in dark-green.

information about surrounding regions. The influence of
the mask over the holistic frame features is controlled by
parameter α, α ∈ [0..1]. With α = 0 the algorithm ignores
the annotation masks, predicting the candidates only based
on the overall frame appearance, with α = 1 it only looks
at the masked regions, ignoring the rest of the pixels.

ra = αka ⊙ma + (1− α)ka

We then iteratively pick b − a candidates with the highest
dissimilarity D, using negative pixelwise L-2 similarity S
from [4] with added cycle consistency.

Dra,rb =

∑h×w
i,j max (0, (Si,j(ra, rb)− Si,j(rb, ra)))

h · w

Given frames f and previous annotations a, we compute
the dissimilarity across all the frames f and all previ-
ous annotations a: Drai,rb∀ai ∈ a, b ∈ f . We then
select argmax (argminDrai,rb)∀ai ∈ a, b ∈ f , the frame
with the largest minimal distance to all the existing an-
notations, as the next candidate. This process is repeated
b − a times. Due to ambiguity in pixel-to-pixel mapping,
often a lot of pixels from fa map to other pixels from fa,
thus average self-dissimilarity is > 0. Cycle consistency
(Si,j(ra, rb)−Si,j(rb, ra)) ensures that frames are only dis-
similar if pixels in fi map to different positions in fj , then
from fj back to fi. This guarantees that self-dissimilarity
Dri,ri = 0. Refer to the Appendix for a step-by-step expla-
nation of the algorithm.

This allows our algorithm to demonstrate the desirable
properties: it does not select candidates similar to already
chosen ones, is generic and applicable to any memory-based
segmentation model, and does not assume that the mask
should match the visual object cues, which is violated in
the case of partial segmentation, shown in Sec. 2.

(a) Vlog 3-part face (b) Half face (c) Dog tail

Figure 5. Samples of our dataset (PUMaVOS). Click to see them.

4. Dataset and Benchmark
We provide a new benchmark that covers use cases for

multipart partial segmentation with visually challenging sit-
uations (segments of parts of the scene with little-to-no
pixel-level visual cues) called Partial and Unusual MAsk
Video Object Segmentation (PUMaVOS). To the best of
our knowledge, there are no currently available datasets like
this. We contemplate scenarios from the video production
industry that still conventional VOS methods struggle to
tackle. We focus on partial objects such as half faces, neck,
tattoos, and pimples, which are frequently retouched in film
production as shown in Fig 5. Our dataset consists of 23
clips of 18 to 35 seconds *. To generate the annotations,
we adopted a similar approach to MOSE [8] that used a
framework with XMem [4] to create masks for each frame,
but instead we used our method, XMem++. In MOSE the
videos were annotated every 5th frame (20% of the video),
while in our case we noticed that complex scenes require
8% to 10% and simple scenes required 4% to 6% of total
frames to be annotated.

5. Results
We test our segmentation framework on a wide range of

complex scenes (varying poses and deformations of human
subjects, faces, rigid objects, t-shirts) and annotation tasks
(object, partial, multi-class segmentation) in the presence of

*Subject to change, the dataset will be available after acceptance.
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occlusions, lighting variations, and cropped views. In par-
ticular, we showcase rotoscoping examples that occur fre-
quently in labor-intensive real production settings, where
over 50% of frames would need to be annotated or refined
[36]. Qualitative results are presented in Fig. 1, Fig. 6, and
Fig. 8. Our videos are recorded at 30 fps and 1920 × 1080
resolution, and the input is resized to 854× 480 when pro-
cessed by our model. We also refer to the accompanying
video and supplemental material to view the results.

In row a) of Fig. 6, we show a partial segmentation re-
sult where only the front part of the guitar body is annotated,
not the side or back. Only 6 out of 924 total frames were
annotated (0.6% total) in order to successfully produce re-
liable segmentations through a challenging sequence with
frequent occlusions, pose variations, and rapid movement.
Rows 6 in Fig. 8 depicts an example where the goal is to
composite the reflection of an object (e.g., a chair) into a
different scene, which is a common use case in visual ef-
fects production. Our chair rotates throughout the video,
which changes its projected outline significantly, but a con-
sistent segmentation can be performed by only annotating
6 frames out of 411 total frames (1.5%). This use-case
is especially challenging since the scene contains a larger,
more prominent object with the exact same appearance and
movement. A challenging multi-class segmentation exam-
ple for a long and diverse sequence is illustrated in row 3
of Fig. 8, where the subject’s face is segmented into 3 dif-
ferent regions, one of which consists of two separate parts.
All regions are segmented simultaneously, which prevents
them from overlapping with each other which can happen
when each region is segmented independently. The addi-
tional challenge in this scenario is that the regions are often
not separated by prominent visual cues such as boundaries,
corners, edges, etc. Highly consistent results can be ex-
tracted even in the presence of extreme lighting variations,
moving background and head poses, where again only 6 out
of 951 (0.6%) total frames have been annotated.

Evaluation. We evaluate our framework on a diverse set
of complex videos from MOSE [8] dataset, as well as on
long videos provided by LVOS [14]. We use the training
subset of MOSE (since it does not provide annotation for
the test subset), consisting of 1507 videos, and a valida-
tion subset of LVOS consisting of 50 videos*. We compare
the performance of multiple SSVOS models when given 1,
5, and 10 uniformly-sampled annotated frames. For com-
parison, we picked existing works in SSVOS and IVOS,
that support the usage of multiple annotation frames by de-
sign as well as support dense annotations, since MOSE and
LVOS do not provide scribbles information.

The performance of XMem++ with only one annota-
tion given is equivalent to XMem. We see that on both
datasets XMem++ demonstrates noticeably better perfor-
mance scaling in terms of J andF metrics, for 5 and 10 an-
notated frames provided at input. Moreover, it can be seen
that XMem++ achieves comparable or higher segmentation

Number of annotations provided |D1→10|
1 frame 5 frames 10 frames

Method J F J F J F J F
TBDDAVIS 42.72 53.38 52.17 63.64 60.04 71.65 +17.3 +18.3

TBDYT 41.15 50.79 57.19 67.83 65.07 75.72 +23.9 +24.9
XMem

44.06 52.33
56.30 66.05 62.62 73.18 +18.5 +20.9

XMem++ 67.36 78.11 75.74 86.35 +31.7 +34.0

Table 1. Quantitative results on LVOS [14] validation dataset. J
and F mean Jaccard index and boundary F-score correspondingly,
as defined in [30]. TBDDAVIS and TBDYT stand for TBD [7] model
trained on DAVIS [30] and YouTube-VOS [41] datasets accord-
ingly. At k = 5 annotation frames XMem++ achieves higher qual-
ity (J and F) then all other models at k = 10 frames. |D1→10|
denotes the increase in segmentation quality from 1 to 10 anno-
tated frames.

quality with fewer annotations provided (5) than the compe-
tition (10), thus making it on average 2×. Furthermore, we
evaluate our model and XMem on a subset of PUMaVOS
dataset and observe that on some videos the efficiency of
XMem++ is up to 5× higher.

Number of annotations provided |D1→10|
1 frame 5 frames 10 frames

Method J F J F J F J F
TBDDAVIS 43.34 9.70 56.57 63.00 63.15 69.15 +19.8 +19.5

TBDYT 48.28 54.05 62.71 68.94 68.24 74.23 +20.0 +20.2
STCN 54.51 60.69 58.73 65.86 62.78 70.11 +8.3 +9.4
XMem

57.21 63.98
67.95 76.41 77.78 85.26 +20.6 +21.3

XMem++ 77.11 84.56 82.87 90.20 +27.7 +26.5

Table 2. Quantitative results on MOSE [8] training dataset. J and
F mean Jaccard index and boundary F-score correspondingly, as
defined in [30]. TBDDAVIS and TBDYT stand for TBD [7] model
trained on DAVIS [30] and YouTube-VOS [41] datasets accord-
ingly. Since the training subset of MOSE dataset includes some
very short videos, we only considered videos with >= 50 frames
each for comparison. Results from a total of 722 videos are pre-
sented. |D1→10| denotes the increase in segmentation quality from
1 to 10 annotated frames.

The behavior of our annotation candidate selection mod-
ule is demonstrated in Fig. 7. Often there is more than
one possible target in the video, so selecting frames for
the right one is important. A video is presented in rows
1 and 2 of Fig. 7, where two people change their head pose,
but one at a time. Our algorithm successfully adapts the
recommended frames based on which person is being seg-
mented. Rows 3 and 4 depict a more complicated video
sequence, where the target object has extreme lighting vari-

*One of the videos provided does not have any target objects on frame
#0, which an unsupported use-case for some of the models used, so only
49 out of 50 videos were included in the evaluation.
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Figure 6. Results of our method XMem++. Here we show some use cases that can be used in the industry such as changing the front of a
guitar for color purposes (row a), deformable objects such as tattoos (b) or shirts (c), multi-region with no explicit boundary (d).

Figure 7. Demonstrated behavior of our target-aware frame selec-
tion algorithm. Rows 1 and 2 depict the same video sequence, but
with different target annotation. Numbers indicate the importance
ranking produced by the algorithm.

ations, rapid movement, disappearances, pose and expres-
sion variations (whenever applicable). The algorithm se-
lects frames that capture these varieties without repeating or
selecting frames with no target object. Our experiments in-
dicate that the selected annotation candidates are very simi-
lar to those chosen by expert users, which makes it practical

XMem XMem++ # Annotations
E

Sequence J F J F XMem XMem++
Vlog 3-part 85.43 89.70 85.45 89.89 45 10 4.5×

Lips 87.24 94.79 86.93 94.43 45 10 4.5×
Half face 93.26 98.13 93.31 98.35 50 10 5×

Table 3. Quantitative results on a subset of PUMaVOS dataset. J
and F mean Jaccard index and boundary F-score correspondingly,
as defined in [30]. E is the frame usage efficiency of XMem++
compared to XMem.

in real-life scenarios where an end user is likely to work
with multiple videos at the same time, thousands of frames
long, and rewatching them for multiple rounds to select the
frames manually is often infeasible.

Comparison. We compare our results with 3 SOTA meth-
ods in Table 2, and with 2 in Table 1, and Fig. 8. We demon-
strate that our model produces smooth and temporally con-
tinuous segmentation in rows 3-6 of Fig. 8, where both
other methods produce incorrect masks missing a part of the
target object. In rows 1-3 of Fig. 8 our method successfully
segments challenging multi-part regions of the face, that are
mostly not visually aligned with the low-level image cues,
and the masks produced by TBD and XMem are “bleed-
ing” into the neighbouring regions, as well as have sharp,
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Figure 8. Comparison of our method with TBD[7] and XMem[4]
with only 6 frames provided (0.6% of total 952 frames).

“torn”-looking edges. In Tables 2 and 1 we demonstrate that
our method results in higher segmentation quality given the
same frame annotations, and is at least 2× as efficient in the
number of annotations necessary on generic videos. We ad-
ditionally show in Table 3 that in more challenging practical
sequences XMem++ can be up to 5× more efficient.
Limitations. The segmentation quality of our method
sometimes suffers on blurry frames with quickly moving
objects, and the similarity measure for the annotation can-
didate selection is not well-defined on such data either. With
multiple similar/identical objects in the frame, the method
can sometimes switch to the wrong target if they occlude
each other. Use cases of extreme deformation (clothing)
and high-detail objects (hair) remain an active challenge.
Visual illustrations are provided in the Appendix.
Performance. In the original XMem, given n frames, the
processing time is bound by O

(
n2k
z + n

q

)
, where k is the

maximum size the working memory (typically k = 100), q
is the memory insertion frequency (typically q = 5), and z

is a compression rate for long-term memory (z > 600) [4].
Given m annotated frames, XMem++ loads them into

the permanent memory (static +m factor), with the work-
ing memory size = k + m, thus processing time is
O
(

n2(k+m)
z + n

q +m
)

. In practice m is likely to be small,
m ≤ 20, thus m ≤ 0.2k, having a slowdown of < 1.2× on
memory readout, and an even smaller effect on the over-
all segmentation process. On RTX-3090 GPU with a 500-
frame video and 5 annotations provided, at 854× 480 reso-
lution, XMem++ yields 32 FPS (35 FPS excluding loading
the frames into permanent memory), and XMem yields 39
FPS. Total memory usage only increases by a static factor
of +m, as we store m additional annotations.

6. Discussion
We introduced a highly robust semi-supervised and in-

teractive video segmentation framework, XMem++, with
automatic next best frame prediction for user annotation.
We have shown that by introducing a permanent memory
module to XMem [4], efficient usage of multiple annotated
frames is possible, for segmenting a particular object or re-
gion, even with drastic changes in the appearance of the ob-
ject. Our approach achieves better segmentation results than
current SOTA VOS methods with significantly fewer frame
annotations (in our experiments, up to 5× fewer annotations
in highly challenging cases). Our approach further demon-
strates the ability to reliably segment partial regions of an
object (e.g., the left half of a face) with only a few frame
annotations, which is a notoriously difficult task for any ex-
isting segmentation methods. As highlighted in our accom-
panying video, even for highly challenging and long scenes,
our masks are temporally smooth without the need for ad-
ditional post-processing. Hence, our method is suitable for
production use cases, such as rotoscoping, where accurate
region segmentation and minimal user input is needed.

Our proposed solution is also suitable for non-expert
users, as it suggests the next best frame for the user to anno-
tate using an effective yet simple attention-based algorithm.
Our experiments indicate that the predicted frames are of-
ten very similar to those chosen by expert users, which is
always superior to randomly chosen ones. We also show
that our framework can be conveniently used to collect and
annotate a new dataset, PUMaVOS, covering challenging
practical segmentation use-cases, such as partial segmen-
tations, multi-object-part segmentation, complex lighting
conditions, which cannot be found in existing datasets.
Future Work. While our framework significantly im-
proves the current SOTA within the context of IVOS, we
believe that further reduction in frame annotations and com-
plex shape segmentations is possible. In particular, we plan
to investigate methods that incorporate dense scene corre-
spondences and on-the-fly generative data augmentation of
the segmented regions, which can even be used to improve
the robustness of the frame prediction further.
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Appendices
A. PUMaVOS Dataset

PUMaVOS is a dataset that covers visually challenging
segmentation scenarios, including, but not limited to high
appearance variability due to changes in lighting, viewing
angles, deformation, and scale changes; partial segmenta-
tion (where only a part of the object is being segmented),
often with limited to no low-level image cues (e.g. half of
a person’s face) and occlusion. It consists of 23 videos, of
18 to 35 seconds long, recorded in 1080p resolution with
different aspect ratios (both vertical and horizontal).

Examples of the videos from the dataset are illustrated in
Fig. 9. Sequences “Half Face”, “Guitar” and “Dog Tail” de-
pict challenging partial segmentation use-case where only
the left part of a person’s face, the dog’s tail or just the
body of the guitar body is segmented, without following
any image cues such as edges or corners. “Royal car” and
“Full Face” contain changes in scale and heavy occlusion
throughout the sequence, while “Pimples” and “Turkish Ice
Cream” both contain very small objects that also move a lot
throughout the scene. “Pimples” and “Cap” are also exam-
ples of ambiguity - there are multiple objects with similar
appearances present in the video, but only some of them
are supposed to be segmented. “Vlog” is one of the most
challenging sequences in the dataset, as it not only contains
partial segmentation with arbitrarily-defined boundaries (ir-
respective of the low-level image cues) but also has mul-
tiple target regions to segment, which are located on the
same physical object, as well as having a lot of variability
in lighting, static and dynamic background scenes, and fre-
quent deformations, which are also present in “Shirt” and
“Tattoo” sequences.

PUMaVOS and the source code of XMem++ and the an-
notation algorithm are going to be released to the public af-
ter the paper is accepted. We also provide pseudocode for
our frame selection algorithm.

B. Frame Selection User Study
A user study was performed to analyze the effectiveness

of the automatic frame selection module. A total of seven
participants were selected - two experienced and two novice
users. The users were given three videos each and asked
to select 5 most representative frames (besides frame #0)
that capture the variation in the appearance of the target ob-
ject. The videos chosen from PUMaVOS are: sequences
“Half Face” (shortened), “Turkish Ice Cream”, and “Vlog”.
Videos last from 22s (673 frames) to 32s (960 frames).

The experienced users were explained how XMem++
works internally in detail, as well as shown its predictions
on a few sample videos, while novice users treated it as a
blackbox. The participants were shown the full video and
the annotation of the target object(s) for the first frame and

were free to rewatch it as many times as they deemed nec-
essary, then asked to pick the frames. They were told that
the relative position of the frame does not matter, only its
content. We recorded the time it took the users to select
the frames (excluding the initial video viewing time) and
compared it to the running time of the frame selection algo-
rithm. We then took the chosen annotations and performed
a quantitative comparison of speed and final segmentation
accuracy using XMem++, presented in Table 4.

Group/Method IoU F-score Average time, s
Algorithm 0.777 0.828 1.7
Experts 0.805 0.855 47.1
Non-experts 0.779 0.825 54.8

Table 4. Comparison of performance metrics across expert and
non-expert with the frame annotation candidate selection algo-
rithm.

Our algorithm is 27× faster than the expert users, and
32× faster than non-expert ones, while providing compara-
ble performance to non-expert users’ results. This makes it
a practical tool for large-scale environments where it is in-
feasible to have a lot of trained experts to work on videos,
while also having a practical application for expert users,
who can use the algorithm to very quickly obtain a lot of
potentially valuable annotation candidates and then select
the best ones with their expertise, saving a lot of time in the
process.

C. Additional Results
Please refer to the accompanying video to see all the

video results and method comparisons. We highlight a num-
ber of highly complex scenes, where existing methods are
challenged with varying scales, appearance, occlusions, and
ambiguous objects. For example, in Fig. 16 row 1 the sub-
ject’s face is segmented (without ears or hair), while they
are going through a variety of poses, rotate around, occlude
the target region, and move both closer to and farther from
the camera.

Our method successfully segments the target across mul-
tiple scales and poses, resulting in a smooth, temporally
coherent, and accurate segmentation. Rows 4 and 5 de-
pict scenes with similar challenges - a multitude of objects
present, that have a similar appearance, frequently occlude
each other and move, both around the scene and with their
individual body parts. In both cases, our method success-
fully segments all of the targets, without confusing them,
“bleeding” the mask into neighboring objects, or merging
multiple targets into one.

Moreover, in the last picture of row 5, Fig. 16 it can be
observed that the flower the person marked with the blue
mask is holding was correctly not segmented, since in the
provided annotations, it is not included, as not being a part
of the target object. This illustrates that XMem++ can work
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Figure 9. PUMaVOS dataset overview

correctly with a large number of targets in the scene while
preserving a high level of detail about their appearance.

Comparisons. We provide additional comparisons be-
tween our method and the current SOTA interactive seg-
mentation model XMem [4]. XMem is a resource-efficient
and fast memory-based segmentation method introduced in
2022 by Ho Kei Cheng and Alexander G. Schwing. Addi-
tional comparison results are provided in Fig. 11 and Fig.
10. For each video 6 frames were selected for annotation by
uniformly sampling the video (refer to Eq. 1), starting from
frame 0. Row 1 shows the same video as in “Full Face”
sequence from PUMaVOS, but now with only half of the
face being segmented, thus providing the same challenges
as discussed earlier, but with even more difficult segmenta-
tion. Row 2 is a “guitar” example from PUMaVOS, where
only the frontal part of the guitar’s body is the target. In
both cases we see XMem++ resulting in a noticeably better
segmentation, in particular with the “Half face” sequence,
where it manages to produce the correct segmentation mask
throughout the extreme variations in pose, expression, and
scale, while XMem often “bleeds” the mask into neighbor-
ing regions, sticking more to the visual cues of the object.
The results for the “Guitar” sequence demonstrate a similar
outcome - XMem++ correctly segmenting the front of the
guitar, but not the sides, while XMem segments the whole
object, again overfitting to visual cues instead of correct
segmentation boundaries.

Limitations. Some examples are challenging even for our
method. For example, while some motion blur is fine, with
extreme motion blur it can’t, which is a common challenge

Figure 10. Illustration of smooth interpolation between differ-
ent object’s appearance that the permanent memory module in
XMem++ provides. The green frames are the ground truth anno-
tations given to the model. It is noticeable that XMem++ (row b)
smoothly interpolates the mask across the change in the face’s ori-
entation, but the original XMem (row a) only fixes its predictions
after processing the second ground truth annotation, resulting in a
sharp ”jump” in visual quality.

for all existing methods. Furthermore, memory-based mod-
els generally struggle when provided “negative masks” -
empty annotations where the target object is not present,
but the model has a false-positive segmentation prediction,
illustrated in Fig. 13

Our frame selection algorithm does not work well when
there is too much dynamics in the scene, with a lot of ob-
jects moving chaotically at the same time. Equivalently,
if there is too little movement, no clear scene boundaries,
or very little variation in the target object’s appearance. In
both of these cases, the importance of selecting the right
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Figure 11. Comparison models

candidates for annotations is significantly reduced, as most
of the frames result in a similar accuracy improvement. In
this case, our algorithm wouldn’t necessarily perform bet-
ter than randomly/uniformly selected frames. To prove this,
we evaluate our frame selection algorithm with XMem++,
and a uniform baseline, calculated by the formula in the Eq.
1 on LVOS dataset [14], in which the videos typically have
one of the aforementioned traits, and we show that the per-
formance of the uniform baseline and our algorithm is very
similar (Fig. 12).

FA = ⌊linspace(0, N − 1, k)⌋ (1)

Given a video with N total frames, we select k candi-
dates for both uniform and our frame annotation candidate
selection algorithm. We then run inference on LVOS vali-
dation set with 49 videos, described in the Results section
in the main paper, and illustrate the distribution of both F-
score (F) and Intersection-over-Union (J ) metrics in Fig.
12.

Figure 12. Comparison of segmentation quality with frames cho-
sen by uniform baseline and our candidate selection algorithm on
LVOS validation dataset.
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Figure 13. Limitation of XMem++: Partial failure (the back of the guitar is segmented in some frames)

D. Additional Evaluation
We analyze the performance increase of XMem and

XMem++ with the number of annotations available, by pro-
viding both qualitative (Fig. 15) and quantitative results
(Fig. 14). In Rows 1-3 of the “Caps” sequence in Fig. 15,
we see that providing just 5 frames is enough to completely
resolve the ambiguity problem when segmenting one of the
two identical caps in the frame. Providing 10 annotated
frames further improves segmentation quality in challeng-
ing scenes, such as in Columns 4-5, where there is a lot of
motion blur on the target object, as well as lighting vari-
ation. XMem++ demonstrates similar results for “Royal
car” sequence where just 5 provided annotated frames dras-
tically improve the quality in the scenes with extreme oc-
clusion, where the car is hardly visible behind lots of people
(Columns 2-4).

We furthermore evaluate our method’s quality scaling
performance on LVOS validation dataset, from 1 to 10 an-
notated frames provided, illustrated in Fig. 14. As expected,
given only 1 frame both models yield equivalent results,
however XMem++ (drawn with orange line) demonstrates
significantly higher scalability potential and efficiency start-
ing at 2 annotated frames and keeps the advantage through-
out the whole comparison, up to +13% difference at 10
frames (0.63 XMem vs 0.76 XMem++)
In-Memory Augmentations. We address a possible use-
case where annotations could be very sparsely available or
too expensive to produce, by exploring in-memory aug-
mentations for provided annotated frames. Through rigor-
ous testing, we select the 11 best augmentations that, when
combined, lead to the highest possible segmentation quality
improvement for XMem++, shown in Fig. 5. When pro-
cessing and adding provided frames and their annotations
to the permanent memory, each of the augmentations is ap-
plied to every frame (and their corresponding mask, where
necessary) and stored in the permanent memory as well.
This can be a practical way of increasing the segmentation
accuracy without any extra work done by the end-user, at
the cost of higher memory usage and potentially slower in-
ference speed.
Utility of Permanent Memory. We further demonstrate
the capabilities of our introduced permanent memory mod-
ule by disabling updates to the temporary memory in

Figure 14. Demonstration of superior segmentation quality scal-
ing of XMem++ compared to original XMem with the number
of annotated frames available. Blue line is the original XMem
model, orange is XMem++ as used in all other evaluations and
comparison. Purple line shows a modification of XMem++ with
disabled temporary memory, and green and red indicate the usage
of in-memory augmentations, with and without temporary mem-
ory correspondingly.

Increase brightness 0.721 +0.009
Decrease brightness 0.725 +0.013
Grayscale 0.707 -0.005
Reduce bits to 3 0.717 +0.005
Make sharp 0.718 +0.006
Gaussian blur 0.731 +0.019
Rotate right 45 deg† 0.723 +0.011
Translate right +100 px 0.675 -0.037
Zoom out 0.5× 0.715 +0.003
Zoom in 1.5× 0.727 +0.015
Shear right by 20† 0.730 +0.018
Crop mask region 0.704 -0.008

Table 5. In-memory augmentations in their individual effect on the
overall segmentation quality on LVOS dataset. Only transforma-
tions named in bold were considered for experiments. For trans-
formation with †the equivalent symmetrical transform was used as
well. A total of 11 augmentations were used for the experiments
in Fig. 14.
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XMem++, effectively keeping it empty and frozen through-
out the inference. We observe that for LVOS dataset (Fig.
14) this results in an increase in the overall segmenta-
tion quality, both with (red) and without (purple) using in-
memory augmentations. This shows that for certain types
of videos, especially when predicted masks are prone to
have errors, the best strategy is to not use them at all, and
very few high-quality references in the memory result in
higher segmentation quality than dozens, potentially hun-
dreds, but containing errors. Temporary memory plays has
an important role in XMem++ architecture, allowing it to
adapt better to changes in the target appearance, but through
our experiments we show that for some videos it can be
safely disabled (for example, if the target object’s appear-
ance stays relatively consistent throughout the video), lead-
ing to higher inference speed and lower memory footprint.
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Figure 15. Visual comparison of the segmentation results by XMem++ with 1, 5, and 10 uniformly-sampled annotation candidates
provided.

16



Figure 16. Results of XMem++
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Algorithm 1 select-next-candidates(K, M, k, PC, α = 0.5, β = 9)
Here is the pseudo-code for the annotation candidate selection algorithm. The ⊙ is a pointwise multiplication operation.
Symbol [ ] denotes an empty list, and symbols S and ¬S are used to denote similarity and dissimilarity correspondingly (the
negation symbol ¬ is used as a visual cue)
Require: K: list of “key” feature maps for all frames of the video
Require: M: list of masks for each frame (predicted or user-provided)
Require: k: number of candidate frames to select
Require: PC: list of previously chosen candidate indices (default is [0])
Require: α: weight of mask regions (default is 0.5), α ∈ [0..1]
Require: β: minimum number of pixels for a valid mask, to explicitly filter out frames without the target object or where it

is too small (default is 9px)
Ensure: PC not empty, 0 ≤ α ≤ 1.0, k > 0

1: function SELECT-NEXT-CANDIDATES(K, M, k, PC, α, β)
2: K← [ ], N ← |K| ▷ Composite keys, Number of frames
3: for i in [0, N − 1] do
4: k̂ ← K[i]⊙M[i] · α+K[i] · (1− α) ▷ k̂ is a “composite” key
5: ▷ Equivalent to alpha-blending operation
6: K.add to end(k̂)
7: end for
8: CC← PC ▷ Chosen candidates, initialize with previous candidates
9: CK̂← [K[i] | i ∈ PC] ▷ Chosen candidates composite keys

10: for i in [0, k] do
11: ¬S← [ ] ▷ Dissimilarities between candidates and other frames
12: for j in [0, N ] do
13: if |M[i] > 0| < β then ▷ Mask empty or too small, ignore
14: ¬Smin ← 0 ▷ Minimum dissimilarity of frame i to all in CC
15: else
16: ¬SK ← [ ] ▷ Dissimilarities of i→ j,∀j ∈ CC
17: for j in CC do
18: Sj→i ← similarity(CK̂[j], K[i])
19: Si→j ← similarity(K[i], CK̂[j])
20: ¬Scycle ← (Sj→i − Si→j) ▷ Pixel-wise cycle dissimilarity
21: ¬Scycle ←

∑
max(0,¬Scycle)
|¬Scycle| ▷ Only non-negative mappings

22: ¬SK.add to end(¬Scycle)
23: end for
24: ¬Smin ← min(¬SK)
25: end if
26: ¬S .add to end(¬Smin)
27: end for
28: c← argmax(¬S) ▷ New selected candidate
29: CC.add to end(c)
30: CK̂.add to end(K[c])
31: end for
32: return [CC[i] | i ≥ |PC|] ▷ Return new candidates, from index |PC|
33: end function
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