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Abstract—We present a robust radiometric calibration framework that capitalizes on the transform invariant low-rank structure in the various types of observations, such as sensor irradiances recorded from a static scene with different exposure times, or linear structure of irradiance color mixtures around edges. We show that various radiometric calibration problems can be treated in a principled framework that uses a rank minimization approach. This framework provides a principled way of solving radiometric calibration problems in various settings. The proposed approach is evaluated using both simulation and real-world datasets and shows superior performance to previous approaches.
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1 INTRODUCTION

The radiometric response function relates sensor irradiance and image brightness values. In most cameras, there exists a non-linear radiometric response function for purposes such as compressing the dynamic range of sensor irradiance or adapting to a display’s non-linear mappings. The non-linearity is intentionally designed by camera manufacturers for enhancing the visual quality of recorded images. However, for computer vision applications, this non-linearity causes problems, especially when a linear relationship between the sensor irradiance and the recorded intensity is explicitly assumed. For example, photometric approaches like shape-from-shading and photometric stereo methods generally assume a linear (or affine) mapping from the physical scene brightness to the image intensity. If the non-linear mapping is not accounted for in such methods, it leads to unexpected error in the computed results. Therefore, radiometric calibration is an important first step for various computer vision algorithms that assume a linear mapping to make them work correctly.

The problem of radiometric calibration is determining the non-linear camera response function from observations. The observations can be multiple images taken with different exposure times from a fixed camera location [1], [2], color distributions around image edges [3], or color profiles obtained from varying lightings [4]. In all of these cases, recovering radiometric response functions without additional knowledge or assumptions is an under-constrained problem. Since these methods use different observations, they naturally use different assumptions and criteria for recovering the response functions. Our key observation is that a class of radiometric calibration methods rely on a certain linearity defined in spaces that they use.

Based on this observation, we formulate the radiometric calibration problem in a unified and principled framework. Our method capitalizes on the fundamental linear dependency of sensor irradiances. Our method arranges the observations (e.g., multiple images obtained with different exposure times, or multiple images with varying illumination, and etc.) in a matrix form, where a column vector corresponds to an observation vector. When the linear relationship is observed in such a matrix, the rank of the matrix ideally becomes one. On the other hand, when the response function is non-linear, the matrix generally becomes higher or even full rank. From this observation, we develop a framework for radiometric calibration problems using a matrix rank minimization technique (see Fig. 1).

There are a few benefits from casting the problem in this manner. First of all, the rank minimization approach can efficiently avoid the over-fitting problem. While there exist robust approaches [5] that are not affected by the over-fitting problem, still the problem is commonly observed in previous approaches [2] that rely on the $\ell^2$-norm minimization. Second, it gives a unified framework for solving the radiometric calibration problem by explicitly using the linear dependency of the irradiance vectors. With this framework, various radiometric calibration problems can be treated in the same manner, and therefore gives a better understanding to the problem. Third, because of the new formulation, we can utilize an advanced rank minimization technique that can reliably derive the solution in a principled manner.

In presenting our work, we begin by briefly describing the radiometric response function and reviewing related works.
Fig. 1. Illustration of our approach. Our method arranges the observations (e.g., multiple images obtained with different exposure times, or color profiles obtained from image edges, etc.) in a matrix form, where a column vector corresponds to an observation vector. In the matrix form, the irradiance matrix should be rank-1, while the observations matrix generally has a higher rank. Our method seeks the inverse response function that transforms the observation matrix into a low-rank matrix.

1.1 Radiometric response function

The radiometric response function relates the sensor irradiance $I$ and recorded intensity value $M$ (observation) by

$$M = f(I).$$

In the case of color cameras, color channel has an independent mapping. With assumptions of monotonicity and continuity, the response function $f : \mathbb{R} \rightarrow \mathbb{R}$ can be uniquely inverted to an inverse response function $g = f^{-1}$ if we neglect quantization and clipping error. Using the inverse response function $g$, the recorded intensity values can be linearized by $g(M)$. Since what is available as input are the observations $M$, most radiometric calibration methods aim at recovering the inverse response function $g$. Once we know the inverse response function $g$, we can automatically determine the response function $f$ with the aforementioned assumptions.

1.2 Prior work


There are a few prior approaches that allow some camera movement or scene motion. In Mann and Mann’s method [9], images are taken by a rotating and zooming camera and the method simultaneously estimates the response function with a non-parametric model, as well as the exposure ratios. Grossberg and Nayar [10] use intensity histograms of two images of different exposures instead of finding exact pixel correspondence for determining response functions from image sequences with camera/scene movement. Litvinov and Schechner [11] propose an approach for simultaneously estimating the radiometric response, spatial non-uniformity, and gain variations from an image sequence acquired during camera motion. Kim and Pollefeys’s method [5] allows for free movement of the camera and some motion in the scene by dynamic programming on the joint histogram built from correspondences. As pointed out in [5], [10], [11], without the knowledge of exposure ratios, the estimate still has an exponential ambiguity. While not unique, such an estimate is still useful for many applications, such as radiometric alignment, high dynamic range (HDR) image production, and smooth image stitching.

Instead of using varying exposures, some approaches use statistical properties embedded in images to achieve radiometric calibration. Farid [12] presents a blind gamma estimation by minimizing specific higher-order correlations in the frequency domain. Tsin et al.’s

There are some other methods which use varying illumination conditions [4], [21], [22], [23]. Manders et al. [21] use the superposition property of light, and Shafique and Shah [22] use illumination and geometric invariants. Kim et al. [23] present a method to use natural lighting conditions to obtain exposure changes. Shi et al. [4] perform calibration by linearizing a set of color values at the same coordinate from images taken under varying lighting conditions in a photometric stereo setting.

The idea of utilizing low-rank structures in real-world scenes has been used in various other vision problems. For example, the low-rank representation is shown to be useful for face recognition [24], structure from motion [25], and photometric stereo [26]. In more recent works, low-rank structure is widely explored in various novel applications with an emphasis on advanced optimization techniques. Peng et al. [27] align multiple images of objects of interest to a fixed canonical template to make the measurement on image similarity more accurate for recognition or classification purposes. These aligned images naturally bear the low-rank property. Paladini et al. [28] propose a variant shape model called a 3D-implicit low-rank shape model to represent the shape and apply it to non-rigid structure from motion. Zhang et al. [29] propose a transform invariant low-rank texture to deal with images containing camera projection deformations such as affine or perspective transformations. Wu et al. [30] robustly solve photometric stereo in the presence of large and sparse errors such as specularity by extracting low-rank structure from the input matrix. Zhang et al. [31] present a method for estimating a camera’s intrinsic and extrinsic parameters and lens distortion from low-rank textures that appear in images. All these current research works show the variety and validity of low-rank structures that exist in the real-world.

A preliminary version of this paper that focuses on radiometric calibration from multiple-exposure images appeared in [32]. We extend the work by defining a unified framework that treats a class of radiometric calibration problems in the same manner. With the proposed framework, we show that outliers can be efficiently handled with a simple optimization algorithm. Also, we perform extensive experiments with carefully redesigned simulations and in-depth analysis for analyzing the behavior of the proposed method.

2 Low-rank Structure in Calibrated Observations

Our method casts the radiometric calibration problem as a low-rank structure recovery problem. As described in the previous section, there are various approaches for radiometric calibration depending on the type of observations, e.g., a set of images with varying exposures, a set of images with varying illuminations, or a single image that contains irradiance mixtures around edges. We first show that these radiometric calibration problems that use the linearity in sensor irradiance can be formulated as a rank minimization problem.

Suppose we are given a set of observation vectors \( \{ \text{vec}(M_1), \ldots, \text{vec}(M_n) \} \) where each observation vector is defined as a vector of measured intensities \( \text{vec}(M_i) \in \mathbb{R}^{m \times 1} \). The numbers \( m \) and \( n \) represent the number of elements in each observation vector \( \text{vec}(M_i) \) and the number of observation vectors, respectively. We create an observation matrix \( D \in \mathbb{R}^{m \times n} \) by stacking all the observation vectors \( \text{vec}(M_i) \) as

\[
D = [ \text{vec}(M_1) | \cdots | \text{vec}(M_n) ]. \tag{2}
\]

If we know the inverse response function \( g = f^{-1} \), the observation matrix \( D \) can be transformed into an irradiance matrix \( A \) with a scaling ambiguity by

\[
g \circ D = A = [ \text{vec}(I_1) | \cdots | \text{vec}(I_n) ], \tag{3}
\]

where \( \circ \) is an operator that describes the element-wise mapping, and \( \text{vec}(I_i) \in \mathbb{R}^{m \times 1} \) represents an irradiance vector. For the problems that we discuss, because the irradiance vectors \( \text{vec}(I_i) \) should be linearly dependent, the rank of the irradiance matrix \( A \) becomes one. Therefore, the problem of radiometric calibration can be formulated as determining the inverse response function \( g \) that minimizes the rank of the transformed matrix \( g \circ D = A \):

\[
\hat{g} = \arg \min_{g} \text{rank}(A) \quad \text{s.t.} \quad A = g \circ D. \tag{4}
\]

This formulation is fairly general and capable of treating various types of observation vectors in a unified framework. The only requirement is to arrange the observation vectors in a way that they exhibit linear-dependency.
after transformation by the correct inverse response function \(g\). In the following, we describe the usage of this framework with different types of observation vectors.

### 2.1 Multiple-exposure case

One of the most widely used radiometric calibration methods uses multiple images of a static scene taken from a fixed camera with various exposures, such as Mitsunaga and Nayar’s method [2]. In this setting, because the scene radience \(I\) is constant, the sensor radience \(I\) becomes proportional to the exposure time \(e\) as

\[
I = kLe \propto e,
\]

(5)

with a constant scaling \(k\). For each exposure, an observation vector \(\text{vec}(M_i)\) is created by vectorizing the image of \(m\) pixels, e.g., by arranging recorded intensities in a scanline order. Given \(n\) different exposures, the observation matrix \(D\) can be created by stacking \(n\) observation vectors as Eq. (2). While we cannot directly observe the (vectorized) sensor irradiance \(\text{vec}(I_i)\), we know that the irradiance is proportional to the exposure time from Eq. (5). In other words, we know the irradiance matrix \(A = [\text{vec}(I_1) \cdots \text{vec}(I_n)]\) becomes rank-1. Therefore, we can directly use the rank minimization formulation of Eq. (4) for the radiometric calibration problem in this setting, i.e., finding the inverse response function \(g\) that best minimizes the rank of transformed observation matrix \(g \circ D\).

### 2.2 Varying illumination case

Recently, Shi et al. [4] showed that radiometric calibration from photometric stereo images can be performed by linearizing the color profiles. The color profile is defined as an ordered set of color values in the RGB color space. Their method capitalizes on the property that color profiles form straight lines in the RGB color space if the response function is linear, while non-linear response functions \(f\) bend color profiles to be non-linear. Their method therefore seeks the inverse response function \(g\) that linearizes all the color profiles that are observed.

It is straightforward to cast their problem into our low-rank computation scheme. By treating each color profile as an observation matrix, we can cast the linearization problem as a matrix rank minimization problem. The color profile matrix should become rank-1 when the correct inverse response function is applied.

Given images captured under \(n\) different lighting conditions, we can form a color profile matrix \(D \in \mathbb{R}^{3 \times n}\) from each pixel location. The number of matrix rows corresponds to the number of color channels (RGB). For each of \(m\) pixels we have such a matrix \(D_i, \ i = 1, \ldots, m\). If a correct inverse response function \(g\) is found, it transforms the observation matrix \(D_i\) to an irradiance matrix \(A_i\), where the rank of \(A_i\) is one. Using all the pixels, we have an objective function written as:

\[
\hat{g} = \arg\min_g \sum_{i=1}^{m} \text{rank}(A_i) \quad \text{s.t.} \quad A_i = g \circ D_i.
\]

(6)

Notice that it computes a single global inverse response function \(g\) by minimizing the rank of all the color profile matrices. Thus, the radiometric calibration problem in this setting can be solved in the same computation manner as discussed in the previous section.

### 2.3 Color mixture case

There are radiometric calibration approaches that use color/irradiance mixtures in an observed image. Lin et al. use spatial color mixtures around edges [3], and Wilburn et al. use temporal irradiance mixtures of motion blur [20]. The color/irradiance mixtures are observed around image edges where two different radiances are mixed together due to the limited spatial resolution of the image array or temporal motion blur. In edge regions, RGB colors are linearly mixed together, however, observed intensities have non-linearity due to non-linear response functions. These methods use this property for estimating the inverse response function by transforming non-linear edge color distributions to linear ones.

Our method can also be applied to this setting in a similar manner with the previous varying-illumination setting. The difference is that a color mixture forms a line passing through two different color values in the RGB space, while a color profile always passes through the origin. To apply our rank-minimization approach, we translate the color mixture profile so as to pass through the origin by simply subtracting the RGB value of either color from the color mixture profile. This operation is to avoid offsets in the data; in this manner, we convert the affine problem into a linear problem. After the coordinate transform of the observation matrix, the exactly same formulation as Eq. (6) can be applied in this setting.

### 3 Calibration Algorithm

To efficiently compute the rank minimization problem, previous approaches use an approximate solution method that minimizes a nuclear norm [33], which is defined as the sum of the singular values \(\|A\|_* = \sum_{i=1}^{n} \sigma_i(A)\). The nuclear norm minimization turned out to be an effective computation tool that can be applied to problems when the transformation does not alter the magnitude of matrix elements.

In our case, however, nuclear norm minimization cannot be directly employed because the function \(g\) significantly alters the absolute values of matrix elements, and it therefore results in variations of the singular value magnitudes. When nuclear norm minimization is directly applied in this setting, the optimization prefers a degenerate solution where the inverse response function \(g\) tries to turn matrix elements into zero so that the singular values become smaller. To resolve this issue, we instead use condition numbers \(\kappa_i\), i.e., a ratio of singular values, defined as

\[
\kappa_i(A) = \sigma_i(A)/\sigma_1(A), \quad i = 2, 3, \ldots, n.
\]

(7)
With the condition numbers $\kappa_{ij}$, we can work with the relative magnitudes of the singular values that are unaffected by their absolute magnitudes. Now we approximate the energy functional (4) as a minimization of the summation of condition numbers as:

$$
\hat{g} = \arg\min_g \sum_{i=2}^{n} \kappa_i(A) \quad \text{s.t.} \quad A = g \circ D. \quad (8)
$$

There are two main factors causing rank variations: non-linearity of response function and image noise. To see these effects, let us take synthetic response functions (RF1 – 4) shown in Fig. 2 as an example. The top half of Table 1 shows condition numbers $\kappa_2, \ldots, \kappa_5$ obtained from synthetic data that have five different exposure times for each response function. $\kappa_{\text{all}}$ indicates the sum of condition numbers. Depending on the shape of the response function, condition numbers vary in the table. With the ideal linear response function RF1, all condition numbers become zero, which indicates rank-1 structure. With other more general non-linear response functions, however, the condition number $\kappa_2$ becomes significantly larger than other condition numbers. This is commonly observed because of the smooth (or low-frequency) characteristics of response functions.

In addition, the effect of noise also changes the condition numbers. To investigate the effect of noise, we add image noise to the irradiance using a Poisson noise model [34]. In [34], the Poisson noise $\eta_e$ is modeled as

$$
\eta_e \sim I_e - \mu \quad \text{s.t.} \quad I_e \sim f_p(I_e|\mu) = \frac{\mu(I_e) e^{-\mu}}{(I_e)!}, \quad (9)
$$

where $I_e$ is a noisy observation that follows a Poisson distribution with a variance $\mu$. The Poisson distribution is shifted by $\mu$, therefore the mean of image noise $\eta_e$ is zero. The variance $\mu$ is determined for each irradiance $I$ as

$$
\mu(I) = R_I I + D_I, \quad (10)
$$

where $R_I$ is a scalar parameter for signal-dependent shot noise, and $D_I$ refers to dark current noise. We represent both parameters $R_I$ and $D_I$ as functions of the camera gain $C_g$ and empirically determine them as

$$
R_I = 0.035C_g, \quad D_I = 0.1C_g^2, \quad (11)
$$

using images captured from a Point Grey Scorpion camera for this test. The response functions are applied after adding the noise with the camera gain $C_g = 3$ to the irradiances. These signals are quantized at 256 levels, and then the condition numbers are re-computed. The average condition numbers of 100 trials are shown in the bottom half of Table 1. The image noise makes the condition numbers similar across diverse response functions. It becomes more obvious in the higher condition numbers, e.g., $\kappa_3 \ldots \kappa_6$, because the noise almost evenly affects all the condition numbers while the signals in the higher condition numbers have smaller values. In the absence of noise, we can achieve the same result from minimizing $\kappa_{\text{all}}$ and minimizing $\kappa_2$. However, in the presence of noise, signal-to-noise ratios of the higher condition numbers rapidly degrade, therefore minimizing $\kappa_{\text{all}}$ as Eq. (8) may cause an over-fitting result. For example, it shows that $\kappa_{\text{all}}$ of RF4 is smaller than $\kappa_{\text{all}}$ of RF1 in Table 1 with noise. From these observations, we use only the condition number $\kappa_2$ instead of using all the condition numbers. Therefore, the objective function is simplified from Eq. (8) to

$$
\hat{g} = \arg\min_g \kappa_2(A) \quad \text{s.t.} \quad A = g \circ D. \quad (12)
$$

This objective function is different from recent sparse and low-rank decompositions [27], [29], [30], which are based on the robust principal component analysis (PCA) algorithm [33]. The goal of sparse and low-rank decomposition is to find the minimum rank automatically in the presence of sparse outliers, while our objective function finds the best rank-1 matrix in the presence of noise that is not necessarily sparse. In other words, we explicitly use the prior knowledge about the rank-1 structure for efficiently solving the problem in this setting.

### 3.1 Monotonicity constraint

In general, response functions as well as inverse response functions are monotonic functions. To avoid trivial solutions, we enforce this property during the computation by putting a monotonicity constraint, which is represented as $\partial g/\partial D > 0$. The constraint can be implemented as either hard or soft constraints. We empirically
employ a soft constraint because it can be well solved by a simple optimization method. With this constraint, the final form of the objective function becomes

$$\hat{g} = \arg\min_{g} \kappa_2(A) + \lambda \sum_{t} H \left(-\frac{\partial g(t)}{\partial D}\right)$$

s.t. $A = g \circ D$, (13)

where $H(\cdot)$ is the Heaviside step function ($H(x) = 1$ when $x \geq 0$, and $H(x) = 0$, otherwise). The derivatives $\partial g(t)/\partial D$ are assessed by sampling $g(t)$ at various $t$ in the range of $[0, 1]$.

### 3.2 Handling outliers

While we see that our method is robust against high frequency noise in the previous section, systematic outliers can still cause drifting during the optimization. In radiometric calibration, there exist various outliers due to misalignment of images, small motions in a scene, shadows, and so on. We develop a method based on robust PCA [33] for reliably rejecting these outliers. Robust PCA decomposes the input data matrix $X$ as

$$X = Z + S,$$

where $Z$ is a low-rank matrix, and $S$ is a sparse error matrix. The solution is obtained by solving

$$\begin{align*}
\text{minimize} & \quad ||Z||_* + \lambda_s ||S||_1 \\
\text{subject to} & \quad Z + S = X,
\end{align*}$$

(15)

where $\lambda_s$ is a regularization weight.

However, straightforward application of the robust PCA algorithm is unsuitable for our data because our data have different characteristics in the matrix than what robust PCA algorithms address. Because of the rank-1 structure of irradiance matrices and the low-frequency nature of response functions, our data has one dominant singular value. This introduces confusion to robust PCA in determining the rank of our data, therefore it is difficult to set a proper $\lambda_s$ for balancing these two costs. A larger $\lambda_s$ favors more outliers remaining in the low-rank matrix $Z$, while a smaller $\lambda_s$ prohibits rank variations, and even non-linear response functions can be treated as an outlier.

For these reasons, we make a simple modification to the original robust PCA for removing outliers. We iteratively decompose the matrix $X$ into rank-1 and high-rank matrices, and apply thresholding to the high-rank matrix to find outliers according to the statistics of the high-rank matrix. The statistics are calculated with an assumption of the Gaussian distribution of rank deviations from the rank-1 approximation.

We show the outlier rejection process in Algorithm 1.

### Algorithm 1 Outlier Rejection Process

1: procedure OUTLIERREJECTION($X, \rho$) 
2: $Z_0 = X$
3: while not converged do
4: $$(U, \Sigma, V) = \text{svd}(Z_k)$$
5: $R = U \Sigma_1 V^T = \sigma_1 u_1 v_1^T$
6: $N = Z_k - R$
7: $dE = \Psi_s[N]$
8: $Z_{k+1} = Z_k - dE$
9: end while
10: return $Z^*$
11: end procedure

thresholding operator, defined as

$$\Psi_s[n_i] = \begin{cases} n_i & \text{if } |n_i - \mu_N| > \epsilon + \rho s_N \\ 0 & \text{otherwise,} \end{cases}$$

(16)

where $\epsilon$ is small epsilon value, and $\mu_N$ and $s_N$ are the mean and standard deviation of $N$, respectively. The operator is extended to matrices by applying it to each element. Therefore, only outlier components out of $\rho$ standard deviations remain in $N$.

### 3.3 Ambiguities

The estimated inverse response function $\hat{g}$ may suffer from ambiguities that are specific to the calibration setting. For example, a certain class of response functions $f$ where $f(x)/f(ax) = \text{const.}$ holds cannot be handled in the varying illumination setting [4]. In the color mixture setting, we cannot determine response functions when both measured color distribution lies along the R=G=B line and RGB channel responses are identical [3]. In practice, these cases are rare while theoretically they exist.

One of the major ambiguities is exponential ambiguity in the multiple-exposure setting discussed by Grossberg and Nayar [10], i.e., if $g$ is a solution for $I = g(M)$, then $g^\gamma$ can also become a solution as $I^\gamma = g^\gamma(M)$ for arbitrary $\gamma$. Recovery of the exposure ratios and the response function is impossible without either making assumptions on the response function or having rough estimates on the exposure ratios.

Without making any assumptions about exposure times, our method can robustly recover the response function up to the exponential ambiguity from at least two images. However, our method also suffers from this exponential ambiguity like other methods when the exposure times are completely unknown, because the rank-1 structure is retained even after any exponential function is applied. In short, if $\text{rank}(I) = 1$, then $\text{rank}(I^\gamma) = 1$ for any $\gamma$.

To resolve the ambiguity, we use only one known exposure ratio. Using the known exposure ratio, we can estimate $\gamma$ by solving the least-square problem described
3.4 Representation of response functions

The empirical model of response function (EMoR) [7] and polynomial representation [2] are the most widely used representations of response functions. As mentioned in various prior works [3], [5], [16], [17], [18], [19], [23], EMoR can represent various response functions with few coefficients. However, it is difficult to compute derivatives for EMoR either analytically or numerically because EMoR is a highly non-smooth function. Therefore, EMoR is not suitable for gradient-based convex optimization. On the other hand, the polynomial representation is more appropriate for gradient-based convex optimization because of its smoothness. Also, recent research shows that most typical response functions can be represented well with only a 5th order polynomial function [35]. For these reasons, we choose to use the polynomial representation as done in [2].

We normalize the irradiance and observation domains in the range of [0, 1] by enforcing \( g(0) = 0 \) and \( g(1) = 1 \). We explicitly embed this boundary condition in the parametric representation of \( g \), and the polynomial representation becomes

\[
    g(M) = M + M(M-1) \sum_{i=1}^{n-1} c_i M^{n-i-1},
\]

where \( n \) is the order of a polynomial function, and \( c_i \) are the coefficients to estimate. With this, the degree of freedom is reduced to only 4 for the 5th-order polynomial representation.

3.5 Iterative optimization

We use the rank minimization and outlier rejection algorithms in an iterative manner to solve the problem. The overall process is summarized in Algorithm 2. Once the optimal solution of inverse response function \( g \) is obtained, if exponential ambiguity exists in the solution in the multiple-exposure setting, we resolve the exponential ambiguity \( \gamma \) after convergence using Eq. (17).

3.6 Prior model

In most cases, we can estimate a right solution from Eq. (13). However, certain methods like color mixture case [3] have a difficulty to estimate a unique solution due to insufficient information. For that case, we can use prior information to regularize the solution. The prior model is formed by fitting a multivariate Gaussian mixture model to the DoRF database [7] as done in [3].

\[
    \hat{g} = \arg\min_{\gamma} \sum_{i,j} [\hat{g}^\gamma(M_i) - r_{i,j}\hat{g}^\gamma(M_j)]^2,
\]

where \( r_{i,j} \) is the exposure ratio \( e_i/e_j \) of measurement pairs \( M_i \) and \( M_j \).

Algorithm 2 Radiometric Calibration Process

1: procedure RANKCALIB(D)
2:     initialize \( g \)
3:     while not converged do
4:         \( A = g \circ D \)
5:         \( Z = \text{OutlierRejection}(A, \rho) \)
6:         Calculate error using Eq. (13)
7:         Update \( g \)
8:     end while
9:     return \( \hat{g} \)
10: end procedure

Using an Expectation Maximization (EM) algorithm, the prior model is constructed with \( K \) kernels as

\[
    p(g) = \sum_{i=1}^{K} \alpha_i \mathcal{N}(g; \mu_i, \Sigma_i).
\]

The likelihood of the rank constraint is modeled as

\[
    p(D|g) = \frac{1}{Z} \exp \left(-\lambda E(g; D)\right),
\]

where \( Z \) is a normalization constant, \( \lambda \) is a regularization parameter, and \( E \) is a rank error function. The optimal response function \( \hat{g} \) is obtained by solving the following MAP problem:

\[
    \hat{g} = \arg\max_g p(g; D) = \arg\max_g p(D|g) p(g).
\]

Substituting Eq. (19) and Eq. (20) into the logarithmic form of Eq. (21), we obtain

\[
    \hat{g} = \arg\min_g \lambda E(g; D) - \log p(g).
\]

The use of the prior information is demonstrated in Sec. 4.3.

4 Experiments

We evaluate the proposed method in three different settings: multiple-exposure, varying illumination, and color mixture settings. In particular, we make a thorough analysis of the proposed method using the multiple-exposure scenario in Sec. 4.1. Sec. 4.2 and Sec. 4.3 describe the result of varying illumination and color mixture cases, respectively.

The optimization of Eq. (13) can be performed using various minimizers. Though Eq. (13) is not convex, it converges to the correct solution with a broad range of input data as we will see below. In our experiments, we use the Levenberg-Marquardt (LM) method. We always set the weighting factor \( \lambda = 1e10 \) in Eq. (13) and \( \rho = 3 \) in Algorithm 1 throughout the experiments.
4.1 Multiple-exposure case

To evaluate the proposed method, we perform experiments using both simulation and real-world data. We compare our results with results of Mitsunaga and Nayar’s method [2] (MN method, henceforth). In our implementation, we use a polynomial function to represent response functions as described in Sec. 3.4 as done in [2]. Once the response function is estimated up to the exponential ambiguity, we resolve the ambiguity to determine the final response function using Eq. (17). This optimization is also performed using the LM method.

4.1.1 Simulation

In this section, we use a synthetic dataset for quantitative evaluation. The synthetic dataset is generated using the DoRF database [36], which contains 201 measured response functions. We synthetically generate scene radiances in the range of [0, 1] and create 1000 observations (which forms a 1000-pixel image) using each response function with five exposure times. The step of exposure ratios is set to 0.5 because this is a commonly available setting in commercial cameras. Fig. 3 shows four scene radiance distributions (D1-D4) of the synthetic dataset that we have used. We further add five different magnitudes of noise for each radiance distribution. Therefore, the comparison with the MN method is performed using 4020 (= 201 \times 4 \times 5) synthetic data in total. Poisson noise distributions in Eq. (9) with camera gains \( C_g (= \{0, 1, 3, 6, 9\}) \) are used for diversifying the datasets.

In presenting the simulation result, we plot cumulative histograms that show the number of results below a certain root mean squared error (RMSE) for each configuration. The greater area under the curve shows the superior performance. On the top of each figure, we denote the radiance distribution used for the experiment. “All dataset” indicates that all the radiance distributions are used.

Initial guess. We first assess the effect of initial guesses to the solution. As mentioned, our method does not have a guarantee to converge to the globally optimal solution, like any other non-linear optimization problems. For this experiment, we use two settings; one is simply starting from a linear initial guess, and the other uses five different gamma curves as initial guesses of the inverse response function \( g \) and picks the optimal solution. In the latter setting, the range of \( \gamma \) is set to 0.8 – 1.6 with a step of 0.2. In the experiment, we observe that our method as well as the MN method are not susceptible to the initial guess. The solution using our rank minimization approach may result in various local minima due to the exponential ambiguity. However, for radiometric calibration purposes, it is sufficient to find such a local minimum for our method because it is one of the true solutions with the exponential ambiguity in most cases. We use the linear response function as an initial guess for the rest of the evaluations for its simplicity.

Number of coefficients. One of the most important parameters for both methods is the number of coefficients in representing inverse response functions. In the polynomial representation, it is the degree of polynomial functions. To find the best number of coefficients, we perform performance evaluation with different numbers of coefficients, varying from 3rd to 8th-order polynomials. Fig. 4 shows performance variations w.r.t. the polynomial orders for the MN method and our method. The MN method always produces a smaller cost value when higher-order polynomials are used. However, it does not necessarily mean a better estimation. Instead, it is due to an over-fitting problem, and it leads to worse estimates. We observed that for the MN method a 5th order polynomial works well with various noise levels. This result agrees with the observation in [35], where it is said that a 5th order polynomial representation has a good balance between accuracy and flexibility in representing response functions.

On the other hand, normally our method shows better results as the polynomial order increases. In our method, the smaller cost values coincide well with the precision of estimates. We decide to use a 6th order polynomial for our method because we observe that there is no performance gain from a polynomial order higher than the 6th order.

Condition numbers and image noise. In Sec. 3, we
observed the relation between condition numbers and image noise. Here, we perform experiments for further validation. For this experiment, we compare the results of two cost functions, Eq. (8) and Eq. (12). Eq. (8) minimizes the sum of all condition numbers, while Eq. (12) minimizes only the 2\(^{nd}\) condition number. The experimental results are shown in Fig. 5. In the left plot, it shows that minimizing the 2\(^{nd}\) condition number is much more robust than minimizing the sum of all condition numbers, especially when there is greater noise. The right figure shows the cumulative histogram of the MN method, Eq. (8) and Eq. (12) for all of datasets. In this figure, the result of Eq. (8) shows worse result than the result of the MN method, while Eq. (12) shows the best result among the others.

**Outliers.** In practice, recorded data have outliers due to misalignment of images or small motion in a scene. To validate our outlier rejection procedure, we perform experiments by adding outliers in the dataset. The outliers are added by randomly changing selected pixel values in the range of [0, 1] of the original dataset. Fig. 6 shows results. While our method with outlier rejection procedure is not affected by outliers, performances of other methods, i.e., straightforward rank minimization and the MN method, are highly degraded even for only one percent outliers.

**Results with synthetic dataset.** Now we assess the performance of our method in comparison with the MN method. Fig. 7 shows results with the synthetic dataset. With very small noise, the MN method works better than ours. However, the performance of the MN method rapidly degrades as the noise becomes larger while our method is still robust against the greater noise level. As shown in the figure, the estimation accuracy depends on not only the noise level but also the radiance distribution. With uniformly distributed scene radiance, the estimation becomes quite stable for both methods. However, when the radiance distribution becomes bi-

Fig. 5. (Left) Evaluation of cost functions of Eq. (8) and Eq. (12) using synthetic scenes D1. “\(\kappa_{al}\)” indicates minimization of all the condition numbers using Eq. (8), while “\(\kappa_2\)” corresponds to minimization of 2\(^{nd}\) condition number using Eq. (12). (Right) Performance comparison of the MN method, Eq. (8) and Eq. (12)

Fig. 6. (Left) Effect of outliers on different methods. MN indicates the MN method, RANK is a straightforward rank minimization without outlier rejection, and Ours is our complete method. (Right) Performance comparison of our method with different amounts of outliers.

ased, which is very common, it introduces performance degradation particularly for the MN method as shown in the D4 result. The biased radiance distribution introduces biased observations, thus it yields an over-fitting problem in the MN method. In contrast, our method suffers less from such an effect.

We summarize the quantitative results in Table 2. The DoRF database contains some response functions which are difficult to represent with 5\(^{th}\) order polynomials. These functions give trivial results for the MN method; therefore, we only use the best 150 fitting results for each of the algorithms to compute the mean and standard deviation of RMSE and disparity (the maximum deviation from the ground truth). The table shows that our method performs well for most datasets. It also shows that our method is robust against increasing noise levels, while the performance of the MN method rapidly degrades.

**4.1.2 Real-world experiment**

We also perform experiments using real-world cameras and scenes. In our experiments, we use three different cameras: Canon 550D, Nikon D1X, and Sony DSC-828. Each dataset is collected by capturing a static scene with different exposure times. Fig. 8 shows estimation results with real-world scenes. For presenting the results, we convert images to irradiances as done in [37] and compare the results both with and without calibration. We estimate response functions from a set of input images and linearize the input by applying estimated inverse response functions. For the estimation of response functions, we first reject observations in the under-exposure level (e.g., 5 in 0-255 range) and saturation level (e.g., 250 in 0-255 range) to avoid estimation bias. There are white balancing and color space transformation to convert camera color space into the linear sRGB. The transformation that includes both the white balancing and the color space transformation can be represented by a 3×3 matrix and can be obtained in the least-square manner. The error maps are calculated by comparing the estimated
RAW images with the ground truth RAW images. The error in the estimated RAW images with calibration is due to a gamut mapping [37] at saturated pixels and demosaicing/compression around edges. For comparison, we also estimate the response function using the MN method from the same input data. With reasonable input, both methods present similar estimation results.

To evaluate the performance using diverse response functions, we additionally perform an experiment with a Point Grey Flea3 camera. With the camera, we can choose any gamma function as a response function. Three different gamma functions ($\gamma = \{0.6, 1.0, 2.2\}$) are used, and the result is shown in Fig. 9. For various types of gamma functions, our method performs well while the MN method fails to estimate the right solution for $\gamma = 0.6$.

**Radiometric alignment.** To perform radiometric alignment without any exposure information, all we need is a simple constraint to anchor the solution. In our case, we derive a response function, which satisfies that the observation 0.5 is mapped to an irradiance 0.5. Note that the constraint is arbitrary for the radiometric alignment application as long as a unique radiometric response function, which may differ from the true response function by the exponential ambiguity, is determined. Based on this, we estimate the (pseudo) exposure ratios of input images and perform the radiometric alignment.

Here we show a radiometric alignment result using the estimated response function in Fig. 10. Without calibration, the aligned image with proper intensity normalization using the ratio of (R+G+B) intensity gives an RMSE of 0.0657. After calibration with our method, the error is reduced to 0.0225.

### 4.2 Varying illumination case

We apply our method to the varying illumination case and compare with the method proposed by Shi et al. [4]. We use two real-world scenes SHEEP and FROG recorded by a Canon 20D and Nikon D70, respectively. The ground truth is obtained by the MN method using a Macbeth Color Chart beforehand.

For each scene, we randomly select samples to produce color profiles and compute the average of the results of ten trials. In practice, the accuracy of Shi et al.’s method has dependency on the selected samples; therefore we take more trials and remove obvious failure
Fig. 8. Results of our calibration method. From top to bottom, the results of different cameras are shown: (a) Canon 500D, (b) Nikon D1X, and (c) Sony DSC-F828. For each camera, several images are shown: (I) one of the input images, (II) the calibrated image by applying estimated inverse response functions, (III) the ground truth RAW image, (IV) the estimated RAW image from the calibrated sRGB image, (V) error map between the ground truth RAW image and the estimated RAW image without calibration, (VI) error map between the ground truth RAW image and the estimated RAW image with calibration. The white pixels on the error maps indicate saturated pixels having a value of 255 in any of the channels. The right column shows estimated inverse response functions.
modes. In this experiment, for the purpose of directly comparing our rank constraint with Shi et al.’s non-linearity constraint, we do not apply the outlier rejection process.

Fig. 11 shows the results. In the figure, the median response curve of ten trials is used for plotting. We also summarize the quantitative results in Table 3. For both datasets, our method shows more accurate and stable results. With a small number of samples, the result of the original method fluctuates because of the heuristic non-linearity constraint, but our method robustly converges well because of the more principled computation scheme. With more samples, both methods give more stable and robust estimation. As shown in the table, our method is about 1000 times faster than the original method that uses Nelder-Mead simplex optimization [38]. Since our method has a computational complexity of $O(n)$, we can use more samples to achieve far more robust estimation.

4.3 Color mixture case

We also perform radiometric calibration from a single image, which utilizes the linearity of color mixtures around texture edges [3]. This method relies on prior information of response functions because color mixtures usually only span a limited range of observations, which is not sufficient to uniquely determine the response function. Therefore, Lin et al. [3] infer the solution using a Bayesian approach with prior information of real-world camera response functions [7]. In [3], the linearity of color mixtures is measured using the distance from each mixed color to the line defined by the two colors in the RGB color space.

We also use prior information to regularize the solution as explained in Sec. 3.6. There is a trade-off in using the prior information between estimation bias and robustness. Therefore, a strong prior might introduce bias in the estimation result. In our implementation, we use five kernels ($K = 5$) to construct the prior model and $\lambda$ is set empirically to $10^4$. The rank error function $E$ is defined as

$$E(g; D) = \sum_{i=1}^{m} w_i \kappa_2(A_i) \quad \text{s.t.} \quad A_i = g \circ D_i,$$  

where $m$ is the number of color mixtures, and $w_i$ is a
TABLE 3
Radiometric calibration results in the varying illumination case. SHEEP/FROG dataset captured by Canon 20D and Nikon D70 are used. The average RMSE of ten trials are shown. The value inside the brackets is the standard deviation of the ten trials.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SHEEP (Canon 20D)</th>
<th>FROG (Nikon D70)</th>
</tr>
</thead>
<tbody>
<tr>
<td>samples</td>
<td>method</td>
<td>RMSE (std.)</td>
</tr>
<tr>
<td>50</td>
<td>Shi et al. [4]</td>
<td>0.0488 (0.0227)</td>
</tr>
<tr>
<td>100</td>
<td>Ours</td>
<td>0.0226 (0.0006)</td>
</tr>
<tr>
<td>100</td>
<td>Shi et al. [4]</td>
<td>0.0418 (0.0172)</td>
</tr>
<tr>
<td>100</td>
<td>Ours</td>
<td>0.0218 (0.0003)</td>
</tr>
</tbody>
</table>

Fig. 12. Radiometric calibration from a single image. Lin et al.’s result is obtained from their original paper. Data courtesy of Stephen Lin.

weighting parameter. The parameter $w_i$ is defined as the distance between the two irradiances of a color mixture in the RGB space because a color mixture that has longer distance is affected more by response functions. The coefficients of $g$ is initially set to the mean inverse response function of the DoRF database [7].

Fig. 12 shows the result for the input image used in [3]. The estimation result is compared with the ground truth that is obtained by MN method beforehand. While this case requires prior information, the result shows that low-rank constraint can be applied well in color mixture based methods.

5 CONCLUSIONS
In this paper, we have introduced a robust radiometric calibration algorithm that uses the low-rank structure of irradiance vectors. The problem is formulated as one of rank minimization and solved by minimization of the condition number of the input matrix. We further developed an algorithm for outlier rejection. These methods are combined in an iterative manner for achieving robust estimation. The advantage of our method is that it capitalizes on the fundamental linear dependency of sensor irradiances, therefore it can handle the radiometric calibration problem in a unified and principled framework. We show that our framework can be easily applied to other radiometric calibration problems that use linearity of irradiance by taking Shi et al.’s [4] and Lin et al.’s [3] methods as examples. The effectiveness of the proposed approach is verified using both simulation and real-world experiments.

5.1 Limitations
In our current implementation, we use a simple optimizer for the rank minimization, and it is sufficient to find the right solution as shown in experiments for most of the cases. However, sometimes the optimization fails to converge to the global minimum, or converges to a trivial solution due to insufficient input data or great noise. This could be improved by using a better optimization method for the rank minimization.
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