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Abstract

We present a novel framework to estimate detailed shape of diffuse objects with uniform albedo from a single RGB-D image. To estimate accurate lighting in natural illumination environment, we introduce a general lighting model consisting of two components: global and local models. The global lighting model is estimated from the RGB-D input using the low-dimensional characteristic of a diffuse reflectance model. The local lighting model represents spatially varying illumination and it is estimated by using the smoothly-varying characteristic of illumination. With both the global and local lighting model, we can estimate complex lighting variations in uncontrolled natural illumination conditions accurately. For high quality shape capture, a shape-from-shading approach is applied with the estimated lighting model. Since the entire process is done with a single RGB-D input, our method is capable of capturing the high quality shape details of a dynamic object under natural illumination. Experimental results demonstrate the feasibility and effectiveness of our method that dramatically improves shape details of the rough depth input.

1. Introduction

Shape estimation is one of the most important problems in computer vision and graphics, and its goal is to recover 3D shape from images. For high quality shape capture, many conventional algorithms apply photometric methods such as shape-from-shading and photometric stereo which often assume controlled and calibrated illumination. Such an assumption often limits the applicability of the photometric approaches to the controlled environments. To overcome the limitation, Johnson and Adelson [12] exploit natural illumination in shape-from-shading, and they show the complexity of natural illumination is beneficial for shape estimation. Shape-from-shading can be performed under uncontrolled complex illumination in their method, however it requires a careful calibration of illumination before capturing the image of a target object.

Recently, RGB-D sensors (e.g., Kinect) consisting of a color camera and a depth sensor have become popular. While they give video-rate depth information, the depth quality is not good enough for 3D modeling applications as shown in Figure 1 (b). To improve the depth quality of RGB-D sensors, Zhang et al. [19] present a fusion framework that uses photometric stereo under different illumination conditions. While they show significantly improved depth quality, it requires more than two images with controlled illumination. Therefore, their system has shown...
some limited performance in both dynamic shape estimation and working under uncontrolled natural illumination.

In this paper, we present a novel method to estimate both natural lighting conditions and high quality surface from a single RGB-D image of diffuse objects with uniform albedo. We assume the input depth data of an RGB-D image exhibits quite accurate low-frequency structures while high-frequency details are not presented. With this assumption, our goal is to recover the shape information having fine depth details without causing a large displacement from the input depth. Figure 1 shows an example of an input RGB-D image and our result. The result shows that our method can recover high-quality shape from a single RGB-D image without any additional information.

The technical contributions of our work include: (1) We show that natural lighting conditions can be estimated from the rough geometry obtained by a depth sensor. (2) Unlike typical photometric methods that account for a global lighting model only, our method models both global and local lighting variations based on the smoothness of shading in small neighborhood. (3) We show that the rough geometry reduces the local ambiguity in shape-from-shading, which enables us to recover the accurate 3D shape details. (4) Overall, we present a framework for high quality shape estimation from a single RGB-D image which is applicable to dynamic shape capture outside a laboratory environment.

2. Related Work

Our work is related to both photometric methods for shape estimation and fusion of geometric and photometric data for recovering depth details. We briefly review fundamental works and recent advances in both areas.

Photometric methods for shape estimation There are two major categories in photometric methods for shape estimation: shape-from-shading and photometric stereo. Shape-from-shading (SFS) introduced by Horn [10] computes surface normals from one image of that surface. Many SFS algorithms typically make strong assumptions on imaging conditions like a distant point light source and calibrated illumination. In-depth reviews are presented in [20, 7]. Recently, Johnson and Adelson [12] demonstrate natural lighting environment gives better constraint on surface orientation than a distant point light source. Huang and Smith [11] use the normals at the boundaries of an object to determine a natural lighting model without an additional calibration object. Forsyth [8] presents a variable source shading model that accounts for spatially varying illumination.

Woodham [16] presents photometric stereo that recovers shape using multiple images taken from a fixed viewpoint in different lighting conditions. It resolves multiple albedo and local ambiguity while requiring more than three images with different illuminations. Several methods are presented to deal with dynamic scenes [9, 6, 1]. Hernández et al. [9] use colored lights to capture dynamic scenes with a uniform albedo assumption. The assumption is relaxed by the addition of either time multiplexing [6] or stereo camera [1]. These methods allow photometric stereo to be applied for dynamic shape capture, however they require more complex lighting setup.

Geometric and photometric data fusion There are many approaches to obtain depth information such as multi-view stereo, structured light and various depth sensors. To improve depth details, geometric and photometric data fusion methods are presented. The idea of surface reconstruction by fusing stereo and shape-from-shading is introduced in [4]. Nehab et al. [13] show precise 3D geometry can be obtained by combining positions and normals. They efficiently solve the problem by designing a linear formulation. Bohme et al. [5] use a shading constraint to improve the accuracy of range maps of a time-of-flight (ToF) camera. Barron and Malik [3] address the problem of shape and albedo from shading using natural image statistics and show the performance can be improved by incorporating low-frequency priors on shape. Wu et al. [18] use a shading constraint for improving multi-view stereo results under general illumination. They model general illumination using spherical harmonics. This work is extended to a multi-view video system with a temporal constraint [17]. Zhang et al. [19] perform photometric stereo to improve the depth quality of RGB-D sensors. They present photometric stereo with two light sources by depth fusion.

3. Shape Estimation in Natural Illumination

In this section, we present a shape estimation algorithm from a single frame input from an RGB-D sensor. We assume object has a diffuse surface with uniform albedo and a camera is calibrated both geometrically and radiometrically. Under these assumptions, our goal is to estimate high quality shape of an object under uncalibrated natural illumination.

Depth data from RGB-D sensors are typically very noisy due to the limited resolution of the depth sensor. To reduce depth noise and obtain smooth surface, we first apply bilateral filtering to the given depth map. In the following explanation, we consider a depth map as a smoothed one and initial normals as normals calculated from a bilateral filtered depth map.

Our method consists of the following steps. We exploit the given color and depth to estimate a global lighting model. It is followed by local lighting model estimation that models spatially varying illumination. We determine surface normals with the estimated lighting, and then high quality shape is obtained by fusing the given geometry with the estimated normals.
3.1. Global Lighting Model

Image intensity is determined by a shading function \( s \) applied to the surface normal \( n \). As studied in [14, 15], the intensity of convex diffuse objects is insensitive to high frequencies in lighting environment. Therefore, the intensity of diffuse objects can be explained by a low-dimensional global lighting model such as spherical harmonics and quadratic function [12]. We use the quadratic function as a global lighting model, which is defined as

\[
I_p = s(n_p) = n_p^T A n_p + b^T n_p + c, \tag{1}
\]

where \( I_p \) and \( n_p \) are intensity and unit normal vector at the pixel \( p \) respectively, and the parameters of the lighting function are composed of a symmetric matrix \( A \in \mathbb{R}^{3 \times 3} \), a vector \( b \in \mathbb{R}^{3 \times 1} \) and a constant \( c \in \mathbb{R} \). The quadratic lighting model is determined by ten parameters.

For estimating the model parameters, we rearrange the shading function as a function of the parameters. By stacking \( m \) (\( m \gg 10 \)) pairs of intensity \( I \) and normal \( n \), we write the estimation problem into a matrix form as

\[
\begin{bmatrix}
\text{vec}(n_1 n_1^T) & n_1^T \\
\vdots & \vdots \\
\text{vec}(n_m n_m^T) & n_m^T
\end{bmatrix}
\begin{bmatrix}
\text{vec}(A) \\
b \\
c
\end{bmatrix} =
\begin{bmatrix}
I_1 \\
\vdots \\
I_m
\end{bmatrix}, \tag{2}
\]

where \text{vec} represents a vectorization operator of a matrix.

We estimate the global lighting parameters from the observed intensities and the rough depth. Although the normals of the rough geometry are inaccurate and possibly contain outliers, the object provides enough information for estimating the low-dimensional lighting model. Therefore we estimate the global lighting parameters for each color channel by solving an over-determined linear system in Eq. (2).

We have two advantages by directly estimating the global lighting from the given RGB-D image. First, we can deal with dynamic lighting environments since the light calibration is done with the input. Second, we can handle a variety of diffuse objects while conventional methods [12] require a calibration object which has the same material property as a target object.

3.2. Local Lighting Model

The global lighting model explains diffuse surface under natural illumination with a small number of parameters. However, there are local lighting variations due to attached shadows, interreflections and near lighting. Since the global lighting model basically assumes distant lighting, it cannot represent the spatially varying illumination even after an accurate model estimation from a calibration object. Also, the global lighting estimation in Section 3.1 could have estimation errors in the presence of the local lighting variations. To account for the problems, we add a local lighting parameter \( \alpha \) for each pixel into the shading function as

\[
I_p = \tilde{s}_p (n_p) = \alpha_p s(n_p). \tag{3}
\]

We define the local lighting model from the residual error in the global lighting model, which can be decomposed into two factors; local lighting variations from the global model estimate, and initial normal deviations from the true normals. The goal of the local lighting model estimation is to separate the local lighting variations from the total error. The initial normal deviations corresponding to the missing detailed shape in the rough geometry is recovered in a subsequent optimization step, which will be presented in Section 3.3.

The key idea for estimating the local lighting parameter is to exploit different frequency characteristics in the two error factors. The initial normal deviations from the true normals have a high-frequency characteristic when compared to the accurate low-frequency structures of input depth. However, the local lighting variations have a low-frequency characteristic because illumination in small neighborhood is smoothly varying [8].

Since the global lighting model is estimated in the faith of global accuracy of the rough geometry, the observed intensities should be similar to the estimated intensities. Hence, we enforce a lighting constraint as

\[
E_1^l(\alpha) = \sum_p \| I_p - \alpha_p s(n_p) \|^2 = \sum_p \| I_p - \tilde{s}(n_p) \|^2. \tag{4}
\]

To separate high-frequency information from the residual error, we enforce an adaptive smoothness of local lighting parameters in neighboring pixels with a color similarity weight. The constraint is denoted by

\[
E_2^l(\alpha) = \sum_p \sum_{q \in \Omega_p} \| \omega_{(p,q)} (\alpha_p - \alpha_q) \|^2, \tag{5}
\]

where \( \Omega_p \) represents a set of all neighboring pixels of \( p \) and \( \omega_{(p,q)} \) represents a weighting function for color similarity. The weighting function \( \omega_{(p,q)} \) is defined as

\[
\omega_{(p,q)} = \begin{cases} 
0 & \text{if } \| I_p - I_q \|^2 > \tau^l \\
\exp\left(-\| I_p - I_q \|^2 / 2\sigma_l^2 \right) & \text{otherwise} 
\end{cases}, \tag{6}
\]

where \( \tau^l \) is a threshold value and \( \sigma_l \) is a control parameter. The color similarity is especially useful when the initial normals are locally distorted due to the smoothing of large noise or outliers in input depths. With the color similarity weight, we can compute local lighting parameters robust to the local geometry distortion.

To suppress an abrupt change in local lighting parameters among neighboring pixels, an additional smoothness is
normal constraint defined as
\[ E_1^0(n) = \sum_p \| I_p - \hat{s}(n_p) \|^2. \]  
(9)

We have the initial normals from the given depth. While a single initial normal is not accurate, a group of initial normals is reliable especially in flat regions in which previous methods suffer from the local ambiguity. The initial normals highly constrain the solution space of normals. To penalize normal deviations from the initial normals, we put a normal constraint defined as
\[ E_2^0(n) = \sum_p \| 1 - n_p \cdot n_p^0 \|^2, \]  
(10)
where \( n_p^0 \) is an initial normal at \( p \).

The surface orientations should satisfy the integrability constraint on the smooth surface. We enforce the integrability constraint by penalizing on the curl of local neighboring pixels as
\[ E_3^0(n) = \sum_p \| \nabla \times n_p \|^2, \]  
(11)
where \( \nabla \times \) is the curl operator.

With three constraints, an objective function for normal estimation is formulated as
\[ \arg\min_{\tilde{n}} \lambda_1^0 E_1^0(n) + \lambda_2^0 E_2^0(n) + \lambda_3^0 E_3^0(n), \]  
(12)
where each term represents shading, normal and integrability constraint, respectively. \( \lambda_1^0, \lambda_2^0 \) and \( \lambda_3^0 \) are weighting parameters of each constraint. The normals of a given rough geometry are used as initial values in the nonlinear optimization.

Optimizing normals for the whole pixels is not feasible due to its complexity, and estimating a single surface normal is not robust due to the local ambiguity. We optimize normals for image patches of \( k \times k \) pixels with one or more pixels overlap. Each patch is independently optimized, and normals in the overlapping region are averaged. To enforce a unit size constraint on normals, we optimize normals on the gradient space \((pq)\) defined as
\[ (p, q, -1) = \left( n_x, n_y, \frac{n_x n_y}{n_z}, -1 \right) \quad \text{s.t.} \quad n = (n_x, n_y, n_z). \]  
(13)

We estimate surface normals by solving Eq. (12). In our experiments, normal estimation is robustly done without any additional technique like multi-scale propagations since the normal constraint significantly reduces the local ambiguity. After normal estimation, high quality depth is obtained by fusing depth information with the estimated normals. We use the fusion algorithm described in [13].

---

1. [http://w3.impa.br/diego/software/NehEtAl05/]
Our results indicate the effectiveness of our method. For quantitative evaluations, we measure angular normal errors using the following three metrics: “Average,” “RX” and “AX” as used in [2]. As robust measures, “RX” denotes the percentage of pixels that have an angular normal error above X degrees and “AX” denotes the angular normal error at the Xth percentile after sorting the errors from low to high. For all metrics, the smaller value means the better result.

To perform a quantitative comparison of shape estimation accuracy, we generate synthetic data with four public 3D objects, ANGEL, BUNNY, FACE and PALM as shown in Figure 3. All objects are assumed as Lambertian objects and are rendered under three different natural lighting environments from the sIBL Archive 2. Though the environment maps are still challenging, we put an additional near light source to simulate more realistic illumination conditions. The color and depth images are rendered by mental ray render of the Autodesk Maya 3. The rendered RGB-D images have the resolution of 640×512. For simulating sensor noise, Gaussian noise is added to depth maps. The initial depth images are obtained after applying bilateral filtering to the noisy depth maps.

To evaluate the suitability of our lighting estimation process, we perform lighting estimation with synthetic data in Figure 2. As shown in (e), the global lighting model cannot account for local lighting variations even using the ground-truth normals. Also, we observe that the shading function, Eq. (1) and Eq. (3), can be accurately estimated from the noisy input depth map in (f,h) likewise from the ground-truth normals in (e,g), respectively.

We summarize the quantitative comparison in Table 1. In the table, we report angular normal errors by comparing to the ground-truth. “GL” and “GC” represent the results using the global lighting model with the given rough geometries and with a calibration sphere rendered in the same illumination likewise [12], respectively. With only the global lighting model as “GL” and “GC”, normal estimation results have large deviations from the ground-truth. The result shows that the global lighting model cannot account for local lighting variations even if careful lighting calibration is done using a calibration object. For the global lighting parameter estimation, “GL” using the rough geometry directly achieves comparable or even better performance than “GC” that use a calibration sphere. On the other hand, our method using both the global and local lighting model recovers high-quality details without large distortion from the ground-truth.

Figure 4 shows the initial depth and our result of PALM under Env1 in Table 1. Even the absolute difference of an average angle error between two data is not big, however the visual quality is very different.

4. Experiments

To evaluate the proposed method, we perform experiments using both synthetic and real-world data. Using synthetic data, we validate the local lighting parameter estimation and conduct quantitative evaluations on the accuracy of estimated shape. Using real-world data, we show results of our method that estimate high quality shape under natural illumination.

While the problem in Eq. (12) is nonlinear, we have found the optimization can be effectively performed using various optimizers since we have good initial estimates from an input depth image. In our implementation, we use the Levenberg-Marquardt (LM) method in Matlab. We set $\tau = 0.8$, $\sigma = 0.05$, $\lambda_1 = 1$, $\lambda_2 = 10$, $\lambda_3 = 5$, $\lambda_4 = \lambda_5 = 1$, and fix the parameters during whole experiments. Computations were carried on Intel i7 3.2GHz processor with 8GB of memory. The processing time takes about 10 seconds for light estimation, about 20 minutes for normal estimation at the resolution of 800×600 with unoptimized Matlab implementation.

4.1. Simulation

Simulation using synthetic data is performed for quantitative evaluations of our method. For quantitative evaluations, we measure angular normal errors using the following three metrics; “Average,” “RX” and “AX” as used in [2]. As robust measures, “RX” denotes the percentage of pixels that have an angular normal error above X degrees and “AX” denotes the angular normal error at the Xth percentile after sorting the errors from low to high. For all metrics, the smaller value means the better result.

To perform a quantitative comparison of shape estimation accuracy, we generate synthetic data with four public 3D objects, ANGEL, BUNNY, FACE and PALM as shown in Figure 3. All objects are assumed as Lambertian objects and are rendered under three different natural lighting environments from the sIBL Archive 2. Though the environment maps are still challenging, we put an additional near light source to simulate more realistic illumination conditions. The color and depth images are rendered by mental ray render of the Autodesk Maya 3. The rendered RGB-D images have the resolution of 640×512. For simulating sensor noise, Gaussian noise is added to depth maps. The initial depth images are obtained after applying bilateral filtering to the noisy depth maps.

We summarize the quantitative comparison in Table 1. In the table, we report angular normal errors by comparing to the ground-truth. “GL” and “GC” represent the results using the global lighting model with the given rough geometries and with a calibration sphere rendered in the same illumination likewise [12], respectively. With only the global lighting model as “GL” and “GC”, normal estimation results have large deviations from the ground-truth. The result shows that the global lighting model cannot account for local lighting variations even if careful lighting calibration is done using a calibration object. For the global lighting parameter estimation, “GL” using the rough geometry directly achieves comparable or even better performance than “GC” that use a calibration sphere. On the other hand, our method using both the global and local lighting model recovers high-quality details without large distortion from the ground-truth.

Figure 4 shows the initial depth and our result of PALM under Env1 in Table 1. Even the absolute difference of an average angle error between two data is not big, however the visual quality is very different.

---

2http://www.hdlabs.com/sibl/archive.html
3http://www.autodesk.com/products/autodesk-maya/overview
Table 1: Quantitative comparison using synthetic data. “GL” and “GC” represent the results using the global lighting model with the given rough geometries and with a calibration sphere rendered in the same illumination likewise [12], respectively.

Figure 5: System setup for real-world shape capture. (left) Flea3 for color images + Kinect for depth images; (right) Flea3 for color images + structured light for depth images.

Figure 7: Result using the structured light-based system. (a) high quality input; (b) our result; (c) enlarged parts.

4.2. Real-World Shape Capture

To show the performance of our method using real-world data, we capture various objects under different illumination conditions. We have two systems for real-world shape capture as shown in Figure 5. For RGB images, we use PointGrey Flea3 camera that has linear radiometric response. For depth images, both Kinect and structured light system are used as low- and high-quality depth sensor, respectively.

The results of real-world shape capture using the Kinect-based system are presented in Figure 1 and Figure 6. All the data is captured under uncontrolled natural illumination. In Figure 1, the resulting shape is distorted without the local lighting model, while the result with the local lighting model recovers extremely detailed shape. Figure 6 shows more results under challenging environment that contains complex near light sources. Our method successfully estimates high quality shape of target objects in the presence of spatially varying illumination.

Figure 7 shows a shape estimation using the structured light-based system. While the structured light system gives accurate depth data, our method recovers more detailed shape information.

Figure 8 shows simple adaptation of our method to multi-albedo shape estimation. While our method assumes uniform albedo, we can opt for intrinsic image decomposition algorithms [3] for handling multi-albedo surface. In this experiment, we simply use k-means clustering for albedo grouping with chromaticity. After albedo group-
ing, we use the dominant albedo group for estimating the global lighting model in Eq. (2), and then determine albedo of other group using the estimated global model. A shading map is obtained from the observed intensity divided by the estimated albedo, and the shading map is used as the input image of the remaining steps. In this way, we obtain the detailed shape of a multi-albedo surface in Figure 8.

In Figure 9, we compare detailed shape estimation to the result of [18]. The method in [18] is based on multi-view stereo, therefore it takes multiple input images for generating their result. For fair comparison, we make an initial depth for our method by smoothing their result as Figure 9(b). With a single RGB-D image, our method shows even better quality result than [18] as shown in Figure 9.

5. Conclusion

In this paper, we have presented a novel framework to estimate extremely detailed shape from a single RGB-D image under uncalibrated natural illumination. The key component of the framework is the general lighting model that consists of the global and local models. The global model represents distant lightings and is estimated with the low-dimensional characteristic of diffuse objects. The local model represents spatially varying illuminations that cannot be modeled in the global model, and it is efficiently solved by a linear solver. With the accurate light modeling, we recover high quality shape details using shape-from-shading approach. Various experimental results using real-world data demonstrate that our method is able to compute accurate shape details of diffuse objects outside a laboratory environment.
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Figure 9: **Comparison to the method [18].** With a single RGB-D image, our method shows even better quality result than the method using multi-view images in [18].
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